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Foreword

The ACS Symposium Series was first published in 1974 to provide a
mechanism for publishing symposia quickly in book form. The purpose of
the series is to publish timely, comprehensive books developed from the ACS
sponsored symposia based on current scientific research. Occasionally, books are
developed from symposia sponsored by other organizations when the topic is of
keen interest to the chemistry audience.

Before agreeing to publish a book, the proposed table of contents is reviewed
for appropriate and comprehensive coverage and for interest to the audience. Some
papers may be excluded to better focus the book; others may be added to provide
comprehensiveness. When appropriate, overview or introductory chapters are
added. Drafts of chapters are peer-reviewed prior to final acceptance or rejection,
and manuscripts are prepared in camera-ready format.

As a rule, only original research papers and original review papers are
included in the volumes. Verbatim reproductions of previous published papers
are not accepted.

ACS Books Department
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Preface

The origins of the Tools of Chemistry Education Research really began with
the creation of the Nuts and Bolts of Chemical Education Research (DOI: 10.1021/
bk-2008-0976). Both editors (Diane and Renee) had heard from readers of the Nuts
and Bolts book that there was a need for information on more in-depth resources
for those interested in doing chemistry education research. Thus, we turned our
attention to developing the 7ools book as a continuation of the dialogue started in
the Nuts and Bolts book. With this Tools book as a companion volume to the Nuts
and Bolts book, we believe that both new and experienced researchers will now
have a place to start as they consider new research projects in chemistry education

The creation of both books was a great way to bring together a group
of talented researchers to share their insights and expertise with the broader
community. We intentionally included both early career and more established
chemistry education researchers as authors. This was done to promote the growth
and expansion of chemistry education by drawing on the expertise and insights of
both junior faculty and more experienced researchers, each of whom has unique
insights to offer other practitioners in chemistry education research.

The reader should also note that we changed all references in this book
from “chemical education” to chemistry education”. These terms were used
interchangeably in the Nuts and Bolts book but as our field has matured, it
has become obvious that the research we are engaged in deals with chemistry
education just as physics education research deals with physics and biology
education research deals with biology education. Although "chemical" has been
used historically, it makes sense that if we are dealing with the teaching and
learning of chemistry, rather than with chemicals per se, the switch is a logical
one.

The journey to create this book has had a few twists and turns, but along the
way we have had the opportunity to work with very talented and dedicated people,
including the authors and ACS staff. It will be interesting to see where the future
takes the field of chemistry education research and our efforts in it. We welcome
your thoughts and opinions on the book as well as your suggestions on what should
come next.
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Chapter 1

An Introduction to the Tools
of Chemistry Education Research

Renée S. Cole*! and Diane M. Bunce?

1Department of Chemistry, University of Iowa,

Iowa City, lowa 52242, United States
:Department of Chemistry, The Catholic University of America,
Washington, DC 20064, United States
“E-mail: renee-cole@uiowa.edu

This chapter provides an overview of the issues and tools
associated with chemistry education research projects and
introduces the different chapters. The intent is to highlight
the information available that may prove useful to individuals
engaged in chemistry education research projects. To
facilitate use by readers, the material has been organized into
four sections: strategies for qualitative research; analyzing
quantitative research data; cognitive-based tools for chemistry
education research; and practical issues for planning,
conducting, and publishing chemistry education research.

Introduction

As the field of chemistry education research matures, more researchers
are using more tools to answer a greater range of questions. In the Nuts and
Bolts of Chemical Education Research (1), we provided an overview of the field
and discussed how chemistry education research questions could be addressed.
The intended audience for that book was quite diverse, including those who
wanted to learn about aspects of chemistry education research (CER) from many
perspectives: novice researchers, scholarly teachers who wanted to improve
assessment of practice, grant writers, and chemists who want to be more informed
about chemistry education research. In this volume, the audience has been more
narrowly defined as those who wish to learn more about specific techniques used
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in chemistry education research, although many aspects may still be useful for a
broader audience.

Many active areas of research in chemistry education were described in the
2013 National Research Council report on Discipline-Based Education Research
(2), hereafter referred to as the DBER report. These areas included student
conceptual understanding, the use of technology to support student learning,
analysis of student discourse and argumentation patterns, the use of heuristics in
student reasoning, and the development of assessment tools to measure student
thinking about chemistry. More detail into many of these studies is provided
in a review of the peer-reviewed literature conducted by Towns and Kraft (3).
The review includes research with many different areas of focus and that use a
variety of research designs (qualitative, quantitative, and mixed methods). The
review also summarizes several instruments that have been used by the chemistry
education research community.

The DBER report (2) also includes a series of recommendations to advance
DBER, which includes CER, as a field of inquiry. These recommendations include
a research agenda that emphasizes the following: exploring the similarities and
differences among different groups of students, research in a wide variety of course
settings, research that measures a wider range of outcomes and that explores the
relationships among those outcomes, research that includes more nuanced aspects
of instructional strategies and their implementation, and longitudinal studies.

The areas of research and specific tools selected for this book represent a range
of approaches (including qualitative and quantitative). The selection of topics to
be included in this volume was based on interactions with members of the audience
for this book. We received several requests from readers of the Nuts and Bolts book
for more information on some topics, while other topics were chosen based on
new directions and opportunities for growth in chemistry education. For example,
we selected R for particular attention due to its growing use in many disciplines.
It is an open-source program that is more easily available to many researchers
and has capabilities to address data analysis for some areas of research (such as
eye-tracking) in ways that are not yet easily available in other programs. The
book is not intended to present an exhaustive list of tools and strategies that can be
used in investigating chemistry education research questions, but should present a
starting point and encourage broader perspectives of what can be done.

Strategies for Qualitative Research

Qualitative research methods are necessary to address “how” and “why”
questions. Bretz (4) broadly described qualitative research methods in the Nuts
and Bolts of Chemical Education Research, including issues related to data
collection and quality, theoretical perspectives, data analysis, and other practical
considerations. Towns (5) also addressed qualitative research methods in her
chapter on mixed methods research designs. In this volume, the emphasis is on
highlighting particular qualitative research methods that can be used to answer
chemistry education research questions.
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The qualitative analysis section starts with a chapter on using classroom
observations as a tool for investigating chemistry teaching and learning. Yezierski
(Chapter 2) describes reasons to use classroom observation protocols as a
component of research projects as well as guidelines for collecting and analyzing
data. The table of research-based observation protocols that can be found in
the literature provides a starting point for any researcher that would like to
take advantage of existing instruments. This is extended into a more complete
discussion of observation protocols that have particular promise for use in
chemistry education research.

This is followed by a discussion of using student interviews by Herrington
and Daubenmire (Chapter 3). They focus on using open-ended and think-aloud
interviews, including several examples from the chemistry education research
literature. They provide guidance on developing interview protocols, constructing
questions/tasks, selecting participants, conducting the interview, and analyzing
the data.

The chapter by Cole, Becker, and Stanford (Chapter 4) introduces the area of
discourse analysis as a tool for research in chemistry education. They begin by
defining discourse and discourse analysis and then describe the types of questions
that can be addressed through discourse analysis. They continue by providing
an overview of methodological considerations, including data collection and
analysis. The chapter concludes with a summary of some CER studies that have
used discourse analysis.

The section concludes with a chapter by Talanquer (Chapter 5) describing how
computer assisted qualitative data analysis (CAQDAS) programs can be used to
facilitate organization and analysis of data in qualitative research. He describes
a variety of programs that are available, but focuses on how they can be used
to support research activities. This ranges from handling and organizing data to
assisting in the coding annotation of data to visualizing data.

Analyzing Quantitative Research Data

Quantitative research starts with the collection of data, but statistical methods
are required as part of the analysis. There are a number of articles that describe
problems with how statistical analysis are conducted and reported in educational
research (6—9). Sanger (/0) provided an overview of inferential statistics in the
Nuts and Bolts book, including the steps in conducting a quantitative research
study and common misconceptions. In this volume, we add to the previous
discussion of statistics and extend it by including chapters on additional statistical
techniques and on the software package R.

Pentacost (Chapter 6) builds on the work of Sanger by describing how
analysis of variance (ANOVA) techniques can be used to support claims in
chemistry education research. He begins with a discussion of what it means to
determine a difference in data sets and the assumptions about the data that must be
met to use these techniques. He then helps readers decide which type of ANOVA
is most appropriate for their study and provides examples of how each approach
would work using examples from the CER literature.
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The majority of the discussion of statistics in the Nuts and Bolts of
Chemistry Education Research focused on parametric statistics, which make
certain assumptions about the normality of the data. Many of the studies in
chemistry education research do not meet these assumptions and require the use of
non-parametric statistics. In the second chapter of this section, S. Lewis (Chapter
7) presents an overview of nonparametric statistics. He begins by discussing the
different data scales and comparing nonparametric and parametric statistics. He
then summarizes a number of nonparametric statistical tests that are useful in
chemistry education studies.

The section closes with a chapter by Tang and Ji (Chapter 8) on the statistical
program R. They begin with reasons that researchers may want to learn how to
use R, including a description of some of the advantages while acknowledging the
disadvantages of this particular environment. This is followed by a discussion of
the program itself and it’s capabilities. They also describe some areas of research
where R has some functionality that makes it better suited to completing the data
analysis as compared to other programs such as SPSS.

Cognitive-Based Tools for Chemistry Education Research

As chemistry education research has developed as a field, more sophisticated
tools and methods have also been identified and developed by researchers to
address research questions. There are a number of tools that are emerging as
being particularly useful for chemistry education research, many of which have
foundations in cognitive psychology. The examples included here highlight some
methods that are showing increased use in chemistry education research.

The first chapter in this section is a discussion of concept inventories by Bretz
(Chapter 9). She begins with a discussion of a variety of design and development
methods. This is followed by an extensive discussion of the validity and reliability
of the data generated by these instruments as well as their limitations. The chapter
ends with a discussion of how concept inventories can be used to measure what
and how much chemistry is learned and provides recommendations for chemistry
education researchers.

In the next chapter, Neiles (Chapter 10) explores the use of tools that can
be employed to measure students’ structural knowledge of chemistry. After
defining what is meant by structural knowledge, she describes two approaches,
concept mapping and proximity data techniques, that have been used to create
representations of the connections. She then presents a detailed discussion of how
to analyze the resulting structural knowledge networks, particularly with the aid
of computer programs such as Pathfinder and GEPHI.

The third chapter in this section focuses on eye-tracking technology and
its use in chemistry education research. Havanki and VandenPlas (Chapter 11)
begin with a discussion of how vision works and how eye movements relate to
cognitive processes. They describe different types of eye tracking instruments
before describing the types of research that are amenable to eye tracking studies.
The heart of the chapter is a discussion of considerations that guide experimental
design, data collection, and data analysis.
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In the last chapter in this section, Cooper, Underwood, Bryfczynski, and
Klymkowsky (Chapter 12) present a short history of how they have used
technology to model and analyze student data. Of particular emphasis is how to
use tools to both support student learning and capture data that can be analyzed
for research purposes. They describe the features of IMMEX, Organic Pad, and
beSocratic from the perspectives of how they were designed to support student
learning and as research tools to provide insights into how students develop
knowledge and science practice skills.

Practical Issues for Planning, Conducting, and Publishing
Chemistry Education Research

Important areas that are rarely addressed in other forums are the practical
issues of how to plan, conduct, and publish chemistry education research. While
the importance of careful design and planning are emphasized for data collection
and analysis, this is generally done in the context of ensuring the quality of the
data. Several chapters are included in this volume that provide valuable advice
on how to ensure that a project goes as smoothly as possible and culminates with
results that are publishable.

In the first chapter in this section, Bunce (Chapter 13) describes a two-pronged
approach to dealing with nonsignificant results. She begins by describing the
specific issues in chemistry education research that make this topic important. She
then explores two ways of ensuring that studies with statistically nonsignificant
results are still valid and contribute to the body of knowledge about teaching and
learning in chemistry—planning and post-hoc analysis. She uses examples from
her own work to demonstrate how these two approaches can result in quality,
publishable studies even if the results indicate there are nonsignificant effects.

In the chapter on doing chemistry education research in the “real world,”
J. Lewis (Chapter 14) describes the challenges of conducting research projects
that involve collecting student data in real classrooms at multiple institutions.
This chapter takes a more conversational tone and provides valuable guidance to
researchers whose research or evaluation activities involve this type of project
design. She focuses on two phases of projects that involve data collection in
multiple classrooms, involving multiple instructors, and often times multiple
institutions. The first phase addressed is that of planning. After exploring many
aspects of planning that make it more likely that the project will result in usable
data, she moves on to discussing the monitoring and controlling phase of a
project. She ends with discussing how a well-designed and executed project can
result in publishable results, even if events do not unfold as planned.

The topics of the ethical treatment of participants and Institutional Review
Boards (IRBs) should be of concern to all chemistry education researchers (as
well as to any one sharing data collected from students or other people). Bauer
(Chapter 15) presents an overview of the fundamental principles, purposes,
and process of obtaining appropriate IRB oversight of studies involving human
subjects. He describes how to get started and some of the expectations for
completing applications for IRB approval. He provides several examples to help
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researchers understand the nature and scale of risks of participating in chemistry
education research as well as strategies for minimizing these risks. He then
describes the levels of review and what these imply for the researcher.

The final chapter in this section addresses an issue of concern to most
working on chemistry education research projects — how to publish the results.
Taber, Towns, and Treagust (Chapter 16) present an overview of the process of
publishing chemistry education research, including what makes a manuscript
suitable for publication as well as the practical issues of how the process works.
Many aspects of what make research publishable have been addressed in previous
chapters, but the authors reinforce the importance of thinking about what makes
research publishable during the design phase by describing a variety of factors,
including following ethical guidelines for research with human participants. The
majority of the chapter focuses on the practical aspects of publication including
preparing the manuscript for submission, the submission and review process, and
what happens after approval or acceptance.

Application

The final chapter of the book (Bunce and Cole, Chapter 17) illustrates how
the resources provided in the book can be used to assist a researcher in planning,
conducting, and publishing their research. Two different research questions are
explored to provide comparisons of how the nature of the question drives further
decisions.

Final Thoughts

The book has been designed so that readers can either focus in to learn about
a particular topic or read through the entire book for a broader view. While the
information in each chapter should provide enough information for a reader to get
started in an area, additional reading is likely to be needed to gain further expertise
in a specific area. Our hopes are that the material here will facilitate conversations
with colleagues or other researchers to continue to develop and expand the field of
chemistry education research.
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Chapter 2

Observation as a Tool for Investigating
Chemistry Teaching and Learning

Ellen J. Yezierski*

IMiami University, Department of Chemistry and Biochemistry,
Oxford, Ohio 45056, United States
*E-mail: yeziere@MiamiOH.edu

This chapter provides an overview of observation in teaching
and learning settings with the purpose of guiding novice
chemistry education researchers in planning for, executing,
and reporting on studies which rely on observational data.
Critical design considerations, logistical concerns, data
collection guidelines, data analysis suggestions, and reporting
recommendations are presented along with exemplars from the
chemistry education research literature.

Introduction

Observation is a primarily qualitative research method with roots in cultural
anthropology. Over the course of the late nineteenth and early twentieth
centuries, the method of observation developed as ethnographic studies employed
participant observation to study and document complex sociocultural phenomena.
Observation was popularized by anthropologists such as Margaret Mead (/) and
has been used in sociology, education, and other fields interested in characterizing
and understanding human interaction.

Like most research methods, the decision if and how to use observation should
be driven by the research questions. There are numerous chemistry education
research (CER) studies for which observation would have been inappropriate.
Such studies often have characteristics of clinical techniques used in psychology
where the participants can be studied outside of learning environments. To
illustrate, consider multiple studies that have explored students’ and teachers’
understanding of chemistry concepts. Data contributing to such studies range
from scores on concept inventories given to an entire class to transcripts of
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participant interviews recorded as they answered questions or interacted with
chemical phenomena. Likewise, learning outcomes of interventions have
been evaluated by examining the efficacy of students in solving problems and
explaining chemical concepts before and after the intervention. Some research
questions, however, warrant the investigation of phenomena that only can be
studied while participants are immersed in the learning environment. In such
cases, observation may be the most crucial of research methods. The dynamics,
interactions, actions, and reactions of teachers and learners being studied, along
with the taught curriculum require observational data if these types of phenomena
are the units of analysis.

Observation has been used for decades to evaluate teaching performance. It is
important to note that this chapter frames observation solely in a research context
in which observation is used to gather data to inform basic and applied research
questions regarding the teaching and learning of chemistry. Although some of
the content may be aligned with the practice of evaluating chemistry teachers
in secondary and university teaching environments, and some observation tools
presented have been developed for such purposes, the practices and strategies
that follow do not substantially address the large body of scholarly work on
teacher evaluation nor have explicit implications for the scholarly field of teacher
evaluation.

Observational data have been used for decades in CER, but there is not a
wealth of observational studies relative to other research methods. The extent to
which observational data have contributed to the overall findings of studies has
certainly varied; however, with the inexpensive and easy access to tools used to
collect video data, for example, we are likely to see a rise in the number of studies
that have some observation component.

This chapter presents an overview of observation in teaching and learning
settings with the purpose of guiding novice chemistry education researchers in
planning for, executing, and reporting on studies which rely on observational
data. Although observation is presented as a tool of CER, the chapter focuses
on collecting and using different types of observational data in the form of
field notes, video, and documentation via observation protocols. Critical design
considerations, logistical concerns, data collection guidelines, data analysis
suggestions, and reporting recommendations are presented along with exemplars
from the chemistry education research literature.

Planning for Collecting Observational Data
Participant—Observer Continuum

Considering the role of the observer provides a useful way to begin
thinking about collecting observational data in a study. The role of the observer
can be characterized by a continuum born in the social sciences called the
participant-observation continuum (2). The nature of the research questions, the
theoretical framework of the study, and the researcher role lend key considerations
to where data collection should fall on this continuum. Data collection in the
tradition of psychology is on the observer end of the participant-observation
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continuum. Here, the researcher has little or no contact with the participants
being observed. An example of this might be an observer sitting in the back
corner of a general chemistry classroom taking field notes on teacher-student
interactions. Glesne (2) refers to the next point on the continuum as observer as
participant in which the researcher has a little bit of contact with the participants.
An example might be a researcher visiting an analytical chemistry laboratory to
videotape students conducting experiments. Although the researcher does not
teach the students, she might interact with them to learn more about what they
are doing and thinking or chat briefly with students to request access to their
notebooks or apparatus to add to the video record of the laboratory experience.
If the interactions are significant, it might qualify the researcher to be on the
next point on the continuum — participant as observer. In this case the observer
has a more significant role in the experience of the people being observed. The
full participant functions as the investigator and as a full-fledged member of the
community that is being studied. Conducting research in one’s own classroom
while in the teacher role is a good example of this most extreme point on the
participant-observer continuum — full participant. It is important to consider
what is best for the study in terms of the researcher role. Is it more appropriate
for the research to have the “eye of the uninvolved outsider” at the observer
end of the continuum rather than opportunities for seeing the environment under
study through the eyes of its participants in the full participant role? Where the
researcher may be situated in this continuum depends entirely on the research
questions, the context of the study, and the theoretical perspective of the study.

For example, two studies may aim to evaluate the effect of a reformed
teaching strategy on teacher-student interactions in physical chemistry. One
study conducted by a teacher-researcher may focus on understanding the types
of verbal and nonverbal cues given by students which lead to productive teacher
questioning behavior. The perspective of the teacher (full participant) is critical,
therefore, this teacher would videotape her interactions with students using a
headset camera while interacting with students in large and small groups. The
teacher would capture what she sees and hears from students during question
and answer sessions to address the research question. On the observer end of the
continuum, an outside researcher may videotape in the same classroom with the
goal of identifying which types of interactions lead to correct student elicitations
of content. Here the researcher would capture student and teacher discussions
and evaluate the students’ conceptual understanding of physical chemistry
while attempting to link the more scientifically accurate elicitations to specific
teacher-student interactions observed.

Observational versus Self-Report Data

The theoretical framework of the study and the theoretical perspectives
of the researchers must be considered throughout any qualitative study. The
following ideas guide where the observer is situated on the participant-observer
continuum as well as the type of data that should be collected. In considering the
participant-observer continuum, the observer role at one extreme aligns with the
positivist view that the researcher can observe and analyze events from a purely
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“objective” perspective. Consider the opposite end of the continuum in which the
participant experiences the phenomena and reports on it using field notes. The
validity of the data coming from these two extreme perspectives depends solely
on the research questions and what perspectives are warranted to effectively
investigate and answer these questions. It is also clear that the promise of pure
objectivity is likely impossible. Although video as a data source, a common
method to document observation, feels just like being there, it is necessary to
recognize that the videographer makes choices about what to capture that confine
the viewed experience to his or her perspective. This is akin to the observer
taking field notes, in which the experience is filtered entirely through the observer.
Nevertheless, a full participant reporting on an experience is much like other
self-report data collection methods found in education research. Self-report data
are generated by a questionnaire, survey, or other instrument in which participants
select and/or generate responses without a researcher intervening. Prior work has
determined that self-report data may be accurate for some features of reporting on
teaching and learning, but not for others. For example, Mayer (3) found that while
self-reported survey data from teachers provides a fairly accurate accounting
of the amount of time spent on particular practices in classrooms, it does not,
however, accurately capture the quality of interactions between teachers and
students. If the research questions aim to explore teacher-student interactions,
observational data collected by an outsider may yield the most valid data.

Design Considerations

The participant-observer continuum helps researchers to think about the role
and perspective of the observer. A related continuum-style set of frameworks that
assist researchers in determining the parameters of observational data collection is
proposed by Patton (4) and offers four dichotomies along with two other criteria.
Three dichotomies align with the participant-observer continuum — participant
versus onlooker (or both)? Insider versus outsider? Overt versus covert? —
while the fourth brings in a new parameter — solo versus team observation? The
other two criteria are duration of observations and focus of observations. Patton
(4) and similar qualitative methods resources do not provide guidelines about
the “ideal” number of observations or any of the other considerations. What is
recommended is that each of the parameters is carefully considered in light of
the research questions, setting, resources, and personnel during the design of the
study. In addition to Patton (4), Phelps (5) offers a succinct chemistry-centered
guide for key considerations in qualitative research design which aligns well with
qualitative studies relying on observational data.

Human Subjects and Related Logistical Considerations

When planning to collect observational data in a classroom, museum, or
other location, the most important provision is for consent from the stakeholders
involved. In the case of a college or university researcher, the institutional review
board (IRB) affiliated with the researcher’s institution will review the application
requesting to collect observational data. An excellent overview of IRB related
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processes, regulations, and advice is described in detail in this volume by Bauer
(6). Considerations specific to planning for observational data collection are
described here. It is important to note that each institution’s IRB is somewhat
idiosyncratic. The guidelines provided here are meant to be helpful but may not
be applicable to all institutions’ IRBs. It is good practice for investigators to work
closely with their own boards. As an example, the age of majority (associated with
adulthood) when participants can sign consent forms to participate in research is
typically 18; however, this varies by state.

The method of observation and the ages of the participants primarily guide
the human subjects’ considerations. Any person whose likeness may be captured
on video must consent by signing a form. In the cases of college classrooms in
which all participants are 18 years of age or older, observations of public behavior
that are not recorded (e.g., classroom or laboratory observation) are considered
exempt (7). Exempt status means that the research activity is not monitored by the
IRB and is not subject to continuing IRB oversight. It is still the responsibility
of the research team to obtain informed consent, minimize risks, secure data,
and protect the confidentiality of research participants. If the public behavior
is recorded, by video for instance, the proposed research is not exempt but will
likely be eligible for expedited review. If the research participants are under 18
years of age, the application to conduct research will not meet the criteria for
exemption; however, it is typical for applications involving the collection of data
in K-12 schools, for example, to be eligible for expedited review. In the case
of minors, no observational data of any kind may be collected without parental
consent and usually child assent. Bauer (6) focuses on IRB consideration for adult
participants. As such, IRB considerations for observational data collected across
all levels will be discussed here with special consideration for K-12 teaching and
learning settings.

In the case of larger K-12 school districts, the districts often have their
own review board affiliated with the assessment and evaluation arm of the
upper administration. It is important to consider that urban school districts are
continually approached by investigators to partner on grant-funded research
projects. Developing relationships to gain access to certain environments is
critical to exploring particular educational environments. Researchers should
contact the district of interest and work with district personnel to prepare
applications for the district’s internal review. It is also useful to contact the
research team’s IRB and determine which approval is contingent upon the other,
so that the timing of application completion and submission aligns with the
various partners in oversight of the research.

In addition to the students in chemistry classrooms, informed consent
must be obtained from the teacher along with permission from the teacher’s
supervisor. In the case of K-12 schools, successful IRB applications describing
research including observational data collection includes a signed letter from
the school principal stating that s’he has agreed for the research to take place
in his/her building. For college classrooms, it is wise to speak with the teacher
of the class to determine if supervisors such as department chairs or deans need
to be alerted for research to occur in his/her class. In the case of museums,
planetariums, and other informal science venues, the director or head curator of
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the institution should provide a permission letter for the research team to submit
with the IRB application. If observational data are to be collected in community
outreach chemistry programs (e.g., National Chemistry Week activities), program
coordinators and the venue’s director would be appropriate authorities who could
provide permission letters to submit with the IRB application for the study.

Much like research participants have the right to withdraw from a study at any
time, participants involved in a study in which video data, for example, are being
collected may ask for the camera to be turned off at any time. A description of this
right must be part of the informed consent document (and assent, if applicable).

After informed consent (and assent, if applicable) forms are collected, the
researchers can begin visiting the research sites and collecting observational data.
It is important to note that most classrooms contain consenting and nonconsenting
students. Capturing students on video who have not consented is problematic for
some IRBs and not for others. As such, several strategies are presented here in an
effort to describe the range of solutions used in CER for coping with classrooms
containing consenting and nonconsenting students. The following highlights the
importance of ensuring that the study’s protocols align with the institutional IRB.

In a classroom setting, the instructor usually does not know which students
are participating and which are not. However, if the IRB does not allow
non-consenting students’ likenesses to be captured on video, it is necessary
for the teacher to alert the videographer to students who cannot be videotaped.
This can be done without the students knowing who is and is not participating.
Alternatively, some boards may ask the investigator to provide seats in the
classroom for students who do not wish to participate. The video camera is then
placed such that these students are never captured on video. In this case, the
teacher and students will know who is participating in the study. On the other
hand, the IRB may insist that others not know who is participating. In this case,
the entire class is videotaped and contributions from the students who did not give
consent will not be transcribed or coded. All of the aforementioned approaches
can make data collection challenging. There are two ways to optimize the
situation, and ideally, both are employed. First, increase the number of consenting
participants. Students (and their parents, if students are minors) are more likely to
consent to a study that they take interest in and understand. Working closely with
the instructor to have adequate recruitment time helps to increase the number of
participants. When researchers give a brief recruitment presentation followed
by a question and answer period, they can share their excitement for the work
as well as key information about data security and the balance of benefits and
risks. Second, select the class section for which there is the highest percentage of
students with signed consent forms. It is optimal to recruit instructors who teach
more than one section. The human subjects considerations should not be a barrier
to the research. They should, however, motivate research teams to plan ahead,
reach out to key stakeholders, and work diligently to ensure that the study is well
designed, such that the benefits outweigh the risks for the participants.
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Capturing Observational Data
Field Notes

Field notes are descriptive accounts of observations and experiences made
by the researcher (8). These accounts are not free of the perceptions and
interpretations of the researcher and are not simply facts about what occurred.
The researcher’s inscriptions filter out parts of the experience while focusing
on others. This is why the focus of the study must be carefully planned along
with the specific aspects of the target phenomena which should be attended
to during observation. For example, the research may be focusing on how
students interact with one another or with the teacher; how students use particular
resources such as models or laboratory apparatus how students respond to a
particular instructional activity; or how teachers frame questions to students. If
the researcher has multiple points of interest, it will be impossible to capture all
of the complex interactions, actions, behaviors, gestures, and verbalizations in a
typical chemistry classroom. What is essential is that, before the observation, the
researcher plans what types of interactions, behaviors, words, and actions need
to be captured so the data will contribute to answering the research questions.
Furthermore, the researcher must capture a rich description of the research
setting. Lastly, the researcher should plan the most efficient way of capturing
such classroom phenomena. It is helpful to plan shorthand-like representations to
improve efficiency over narrative field notes. However, planning ahead should
also include cues for when capturing a detailed, word-for-word record of the
classroom phenomena is necessary.

Regardless of the points of interest for the researcher, the field notes will serve
as important data sources for the observation. It may be useful to have multiple
researchers conduct observations, even simultaneously, to lend reliability to the
findings. It may also be helpful to conduct multiple observations of the same
classroom to ensure that the phenomena observed are somewhat representative
of the overall class environment in the setting of the study. This illustrates the
importance of decisions regarding the frequency of observations during the
planning stage of the study.

Audio and Video

Because classrooms are homes to complex interactions among people, things,
cultures, and school environments, it may be challenging to capture the necessary
data using field notes. The rapid improvement of electronics has made devices
which capture high quality audio and video widely available at a reasonable cost.
This accessibility of good equipment combined with the capacity for storage
of large data files has made observation captured by audio and video devices
commonplace in education research.

Audio recordings of a whole classroom are unwieldy; however, capturing
classroom interactions or teacher words using audio recordings has been
successfully done in CER. To understand analogical models when teaching
and learning about equilibrium, Harrison and de Jong audiotaped lessons while
observing and taking field notes (9). Video has also been used in CER to capture
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classroom environments and archive them for later analysis (/0—/4). Although
audio remains a useful means to capture data in formal and informal educational
settings, the rest of the chapter will focus on video as a data source and provide
key considerations regarding its use.

The temporal and sequential structure of videos’ multimodal record — talk,
gestures, interactions, facial expressions, and actions — serve two key purposes
not best served by field notes. First, the detailed record reminds and informs
the observer. Second, the video record extends the observation experience to
other researchers. Jewett (1/5) characterizes video data as sharable, durable, and
flexible. Video data can be analyzed by multiple researchers repeatedly, even if one
researcher served as the videographer. Moreover, the record of the events can last
as long as it is needed. Not only does this provide the ability for more researchers to
be involved, but also for replicate studies or deeper analyses of the events captured
in the observation. Multiple passes through the video provides the research team
the opportunity to notice things that might have been missed during the initial
observation in the field. Although the archive of the phenomena does not change,
the aspects of the video that are analyzed will vary according to the research
questions and theoretical framework underlying the research. For example, a
general chemistry course in which students interact with a simulation could be
analyzed for multiple research questions. What might researchers notice with the
sound turned off versus listening to the audio only? Furthermore, segments can
be sped up or slowed down to provide another perspective on particular classroom
actions. In this sense, the video can be “changed” to help researchers attend to
different elements of the action.

The advantages of video are simple-—the observer has an archive of the
classroom phenomena that looks and sounds much like it did during the time it
was captured. It is important to recognize that the setting, as it was experienced
by the observer, is not the same as the video. If the research team has the ability
to have multiple cameras in the room capturing actions, as did Bond-Robinson
and Rodriques with their remote audio video observation system (/6), then the
video archive can more closely resemble the observer’s experience.

Frequently, one camera is used to capture chemistry classroom phenomena.
While the video feels just like the “real thing,” it is necessary to recognize that
the observer/videographer made choices about what to capture that confine the
viewed experience to his or her perspective. For example, the videographer
decides which students are captured, for how long, how wide/tight the shots are,
which lab phenomena are captured, when the focus is on the teacher, etc. Much
like the observer taking field notes, the experience is filtered through the observer
(in this case, the videographer). As such, the choices made by the videographer
should be made explicit to the rest of the research team who may be analyzing
the video. The strongest design yielding the most robust observational data is
generated when the research team articulates to the videographer (who should be
a member of the team) what needs to be captured as prescribed by the research
questions. For example, in Yezierski and Herrington’s study (/4), student-teacher
and student-student interactions were important to the analysis of the secondary
chemistry classroom phenomena. As such, videographers on the research team
were certain to capture as many of these interactions as possible. Alternatively, if
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teacher actions were the focus of the study, the videographer would then follow
the teacher around the classroom and ensure that all of the video documented
teacher actions only.

Video Tools

Ensuring that technically high-quality observational data are captured on
video can be challenging. Most research teams do not have the support to hire
professional videographers. Moreover, setting up professional video equipment
complete with a crew in a classroom would make the observation disruptive and
lead to participants behaving unnaturally. Fortunately, it is relatively easy for
research teams to collect high-quality video data in classrooms using tools such
as handheld video cameras and small ear-mounted cameras. These tools have
electronic image stabilization (EIS) made possible by mini-gyros in the lens
which detect motion and programs which correct the images altered by a shaky
camera. For example, this camera feature makes it easier to follow participants
around in an active laboratory classroom setting. Of course, there are limitations
to this technology, and videographers should pay attention to the basic principles
for quality video capture. Derry’s Guidelines for Video Research in Education
(17) is a comprehensive reference.

Fortunately, gone are the days when high quality video required tripods,
giant obtrusive cameras, and professional videographers. The small and easy to
use devices that capture audio and video make observation more inexpensive
for researchers who have been using it for decades while also inviting more
researchers to use observation as a means to understand teaching and learning.
Handheld digital video cameras with large internal hard drives are affordable
and allow easy capture of video data as well as downloading of data. Another
technology which offers a different vantage point for video is the ear-mounted
camera. These small devices, no larger than a Bluetooth® earpiece, attach to
the ear of a participant and capture audio and video. In a chemistry laboratory
class, an instructor can wear the camera and comfortably interact with students
and apparatus around the lab. The video captures the laboratory experience
from the teacher’s perspective and can be quickly downloaded to a local or
remote site. Multiple students in a classroom working with ball-and-stick models
could be wearing these small cameras to offer the observer an inside look into
student-student interactions with chemistry models. The tools a researcher selects
should align with the perspective necessary to best address the research questions.

Role of Artifacts

The video record of an experience in a chemistry lab, classroom, museum, or
other learning venue is sometimes not enough to capture the key aspects of the
phenomena under study. To carefully recapitulate a chemistry learning experience
to analyze it in response to research questions, artifacts of the experience are
critical.  Artifacts may include student handouts, teachers’ lesson plans, and
samples of student work such as lab reports, textbooks, or laboratory procedures.
In CER, most artifacts are print materials that help to document the teaching
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and learning activities that took place during the observation. Collection and
analysis of the artifacts, like capturing the observation, should be planned for as
with any other task in executing the study. Although artifacts are discussed here
as enhancements of the video record, they can more generally be thought of as
another data source that can contribute to the triangulation of findings.

Special Considerations in Chemistry Classrooms

Chemistry observations frequently involve some type of laboratory
component ranging from a teacher demonstration to students carrying out
procedures in small groups. As such, researchers visiting settings where chemistry
experiments are conducted should subscribe to the strictest laboratory hygiene
protocols including closed-toe shoes, long pants, and safety goggles. It is helpful
to understand any other protocols in the setting that participants are asked to
follow to ensure that the researcher follows them to the letter as well. For example,
some high school chemistry settings have combined spaces for laboratory and
classroom activities. The researcher carrying a water bottle into the classroom
space might be acceptable to one teacher while violating a serious rule in another
teacher’s space. The key is to understand that every environment may be slightly
different and violating the rules associated with a particular environment could
jeopardize the researcher’s access to that environment in the future.

Analyzing Observational Data
Applying General Qualitative Procedures

After video data are collected, much like interviews and other qualitative
data, it can be transcribed and a host of analytic techniques applied. Researchers
can organize the data around themes, break the data into smaller units such as
codes, or count occurrences of behaviors or statements. Wu (/8) investigated
how teacher knowledge, real life experiences, and interactions with students
helped students to construct meanings of chemical representations. Wu employed
a variety of analytic techniques to answer the research questions. Techniges
include coding video transcripts for (i) chemical concepts addressed, (ii) links
between chemical concepts and real situations, and (iii) the length of teaching
events. Further analytic steps included the construction of maps to further connect
related events and themes from the data. The technology that has improved the
accessibility, quality, and storage of video has also resulted in tools to assist
with the analysis of rich and complex qualitative data. An excellent example of
software that aids in the analytic tasks necessary to process and explore qualitative
data is described in this volume by Talanquer (/9).

Although it is impossible to create a list of analytic procedures that researchers
might use to unpack and understand video data, it is possible to capture the essence
of many techniques in two frequently used methodological categories—discourse
analysis and observation protocols.
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Discourse Analysis

Because observing and videotaping teaching and learning settings provide a
rich account of interactions among participants, discourse analysis is a frequently
used technique to understand the phenomena captured in such observations. With
the aim of determining how discourse supports or constrains opportunities to
engage in experimentation and making sense of new experiences in secondary
chemistry, Bleicher, Tobin, and McRobbie (20) used discourse analysis. Authors
videotaped instruction and broke down transcriptions of classroom interactions
into smaller analytic units (shorter than sentences) called message units. They
describe how communication occurs in small chunks including words, gestures,
changes in inflection/intonation, speed of delivery, etc. and the characteristics
of the message units encode meaning. Discourse analysis as a procedure has
been widely employed in sociology, and methodology scholars have devoted a
great deal of work to describe this complex analytic method. In chemistry, an
outstanding example of how discourse analysis can be used to understand the
nature of students’ understanding is contained in this volume. Cole, Becker,
and Stanford (27) provide a detailed account of how to plan for and engage
in discourse analysis and have carried this out to investigate the process of
argumentation in the physical chemistry classroom (22). An alternative approach
to analyzing observational data will be presented here: using research-based
observation protocols.

Observation Protocols for Analyzing Teaching and Learning

Observation protocols are research tools, which may be paper or electronic,
that enable an observer to rate, score, or count particular observed events. Unlike
field notes which can be used to document any observed event, observation
protocols preselect for specific observables that are aligned with the theoretical
framework underlying the protocol. In this chapter, using observation protocols
is classified as a data analysis technique because of the emphasis on capturing
observations on video. It is important, however, to note that using protocols
can be synchronous with the observation (i.e., researchers fill out the protocol
during a classroom observation), which can be considered more aligned with data
collection.

Using an observation protocol or other instrument to analyze observational
data captured in teaching and learning settings acts like any other measurement
tool. It selects for and probes a particular characteristic of the data and excludes
other characteristics. For example, a mass spectrometer can determine the masses
of molecules found in a sample, but NMR is required to determine the structure of
the molecule fragments in the same sample. Likewise, one observation protocol
designed to characterize the interactions among students in a chemistry classroom
may not serve the researcher in understanding the content knowledge of the
teacher. As a result, the protocol must strongly align with the characteristics
of interest in the teaching and learning setting. Most observation protocols
used in high school and college classrooms not only aim to characterize the
learning setting but also evaluate its quality in comparison to best practices. This
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framework significantly narrows the scope of the analysis. Although it makes the
process seem more straightforward, it is essential to be aware of the instrument’s
selection criteria and what aspects of the teaching and learning experience are
excluded from the analysis by virtue of using an analytic protocol.

A search using the Google Scholar database yielded a large number of
research-based observation protocols for science classrooms that included
documentation of their development and use as well as reports of the validity and
reliability of data generated by such instruments. These protocols are shown in
Table 1. Although the search was not exhaustive, the protocols represent a wide
range of instrument structures (e.g., qualitative versus quantitative; inclusive
versus exclusive of artifacts; scaled versus unscaled items). The following
discussion of the protocols highlights their important characteristics and suggests
key considerations for using any protocol for observational data analysis.

Table 1. Existing Research-Based Observation Protocols for Science

Classrooms
* Classroom Assessment Scoring * Oregon Collaborative for Excellence
System(23) in the Preparation of Teachers (OCEPT)

Classroom Observation Protocol (30)

* Electronic Quality of Inquiry Protocol < Reformed Teaching Observation Protocol

(EQUIP) (24) (RTOP) (31)
* Expert Science Teaching Education * Science and Engineering Classroom
Evaluation Model (25) Learning Observation Protocol(32)

* Science Management Observation
* Framework for Teaching (26) Protocol (SMOP) (33)
* Horizon Analytic and Observation * Secondary Science Teaching Analysis
Protocol (27) Matrix (34)
* Individualizing Student Instruction * Science Teacher Inquiry Rubric (35)
Classroom Observation Protocol (28)
* Inquiring into Science Instruction * Teaching Dimensions Observation
Observation Protocol (ISIOP) (29) Protocol (TDOP) (36)

» UTeach Observation Protocol (37)

The instruments and related published papers on their development
and implementation were analyzed to determine their common and unique
characteristics. The results of this analysis are summarized in Table 2 and
demonstrate that many of the instruments have characteristics in common. For
example, all 14 observation protocols focus on student engagement. As a result,
student-centered classrooms would earn higher scores on particular items than
would teacher-centered classrooms. The protocols also emphasize the content
knowledge of the teacher. Although they are not specific to any science discipline,
they are aimed at quantifying or qualifying teachers’ understanding of the subject
matter for the lesson observed. Additionally, observation protocols in Table 1
generate data that are independent of student achievement. These instruments
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are intended to characterize and measure the quality of the instruction that the
teacher implements without necessarily taking into account student learning
gains. What is most significant about the group of instruments in total is that
they use national science education reforms documents (38, 39) to frame what
is considered high quality science instruction. Since these documents provide a
synthesis of research on how people learn and instructional practices aligned with
such theories of learning, higher scores on these instruments are associated with
lessons, environments, and instruction aligned with the best practices for teaching
and learning.

Table 2. Common and Varying Characteristics of Classroom Observation
Protocols Analyzed

Common Characteristics Varying Characteristics

o Student Engagement o Conceptual Framework

o Questioning Techniques o Aims (Evaluation vs. Description)
o Content Knowledge o Pedagogical Emphases

o Independent of Student o Classroom Management
Achievement

o Data Type (Likert-type Scale vs. Descriptive
Indicators)

o Nature of Data (Qualitative, Quantitative, or Both)

o Observer Training

Many characteristics vary among the observation protocols listed in Table
1, particularly the conceptual frameworks and aims of the instruments. The
Inquiring into Science Instruction Observation Protocol (ISIOP) (29) and
Electronic Quality of Inquiry Protocol (EQUIP) (24), for example, are designed
for evaluating inquiry-based lessons, but the Reformed Teaching Observation
Protocol (RTOP) (31) is framed more generally around instruction that aligns
with a constructivist theory of learning. Alternatively, the Teaching Dimensions
Observation Protocol (TDOP) (36) does not aim to evaluate instruction but rather
to describe it.

Another varying characteristic of the protocols is whether or not they seek to
evaluate classroom management practices. The Science Management Observation
Protocol (SMOP) (33) allows observers to focus on specific teacher behaviors
and classroom characteristics that influence how well an inquiry-based classroom
is managed; however, the other protocols have few, if any, indicators related to
classroom management. This may be due to the absence of such managerial issues
in the national documents providing the foundation for the protocols.

The protocols also vary in the method of measurement (quantitative,
qualitative, or both). EQUIP and the Horizon Analytic and Observation Protocol
use both quantitative and qualitative data. They contain rubrics with descriptive
indicators for each possible numerical rating, but they also have several places
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for the researcher to provide open-ended responses about the lesson observed.
The RTOP and SMOP are primarily quantitative observation protocols with
Likert-type scales.

One important varying characteristic among the observation protocols
pertains to their ability to generate quality data when used with raters with
differing levels of experience-—specifically, whether they require observer training
before use. TDOP and UTOP have training manuals, CLASS training seminars
can be purchased, and EQUIP and RTOP have training manuals and online
training modules. The modules are free and include videos for trainees to rate and
then compare their scores to those of expert raters. Negotiation among raters in
a research team further improves the quality of implementation of the protocols.
The benefit of using instruments with training modules is clear--calibration allows
for the generation of valid and reliable data.

Observation Protocols with Particular Promise for Chemistry

Researchers have yet to publish an observation protocol specifically for use
in chemistry classrooms; however, the two protocols with extensive training and
research bases — RTOP and EQUIP — are strong contenders for CER studies
relying on an observation protocol that measures instructional features in relation
to practices aligned with national science instruction reforms. These protocols
have commonly been used while viewing video data but can also be used while
observing in classrooms.

The RTOP is designed for evaluating instruction in mathematics and
science classrooms from middle school through college. The score on the
RTOP describes the extent to which the class observed aligns with reforms
(33, 34). High scores are associated with student-centered classrooms where
student discourse drives the lesson, students build conceptual understanding
from carrying out investigations, and frequent communication occurs among
students. The 25 RTOP items are divided into three scales, namely, lesson
design and implementation, content (propositional and procedural knowledge),
and classroom culture. Each item is rated on a 5-point Likert-type scale from 0
to 4 (never occurred to very descriptive). An overall RTOP score ranges from
0-100, based on the total of all 25 items. The RTOP is the most widely reported
observation protocol in the science education literature. In CER, Yezierski and
Herrington (/4) used the RTOP in a five-year study of teacher participants in
Target Inquiry, a professional development program in high school chemistry.
Yezierski and Herrington modified the RTOP using expert rater descriptions to
improve inter-rater agreement. Use of the RTOP in this study also included a
minimum of three trained raters per video and provisions to minimize instrument
sensitivity and calibration decreasing over the course of a longitudinal study.
For CER, the RTOP contains items which map onto dimensions of teaching
and learning chemistry that distinguish chemistry from other science disciplines
and are valued in CER. For example, RTOP item 9 [Elements of abstraction
(i.e., symbolic representations, theory building) were encouraged when it was
important to do so] and RTOP item 11 [Students used a variety of means
(models, drawings, graphs, concrete materials, manipulatives, etc.) to represent
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phenomena) address important dimensions of chemistry teaching and learning;
however, with only two out of 25 items, the chemistry-specific aspects of the
observation are minimized.

An instrument with great promise that has yet to be used in CER is EQUIP.
This protocol was designed to measure the quantity and quality of inquiry-based
instruction in K-12 math and science classrooms; however, it has promise for
implementation in student-centered college and university chemistry classrooms
as well. It is a qualitative and quantitative rubric-style instrument that consists of
descriptive indicators and a numerical rating scale. With 19 indicators that are
divided into four constructs—instruction, discourse, assessment, and curriculum
— each indicator is rated on a 4-point scale from 1 to 4 (pre-inquiry to exemplary
inquiry). Each construct (4 to 5 indicators) is then given a summative rating
based on the essence of the indicators within that particular category. After
all four constructs are rated, the lesson is assigned a summative score based
on the essence of the overall lesson, which is not necessarily an average of the
individual construct scores. Recent unpublished work in the Yezierski research
group demonstrated that EQUIP produced reliable data when implemented with
lessons ranging in their extent of alignment with quality inquiry teaching. A
chemistry-specific supplement for EQUIP has been developed and is currently
under study in the Yezierski group.

The majority of the published observation protocols were designed
specifically for use in formal science education environments. Chemistry learning
in informal environments can be likewise studied through observation and
analyzed with a protocol. Christian and Yezierski (40) created an observation
rubric to evaluate the quantity and quality of viewers’ interactions with a chemistry
museum exhibit focused on chemical and physical change. The protocol for
informal chemistry education research was informed by the contextual model
of learning (47) — a theory that describes the parameters of learning outside of
formal environments.

Validity and Reliability Considerations

As with all CER, demonstrating the validity and reliability of findings is
essential. Although the commentary on the validity and reliability in the research
report of a study is often associated with the results, researchers generating high
quality studies using observational data have considered validity and reliability
throughout the study, beginning with the design. How many observations of
a particular modeling technique under evaluation are necessary to accurately
characterize the method? How many different raters using an observation
protocol with video data are feasible given the time frame of the study? These
example questions have serious implications for the quality of the findings.
There are no hard and fast answers, since the decisions are contingent upon the
research questions, theory, setting, and other contextual considerations. What
can be generally asserted, however, is that forethought and planning, along with
timely adjustments to methods, will contribute to a more robust research process.
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Some general comments about validity and reliability for observational data are
presented in this section as food for thought.

Validity is often determined by the theory underlying the analytic lens used
by the researcher. For example, the validity of data generated by the RTOP
comes from the instrument’s foundation in constructivism and national reform
documents. High RTOP scores, because of the criteria on which the instrument
is built, can be associated with instruction and a classroom environment aligned
with reformed science education. A novel means of demonstrating credibility of
findings was carried out by Ermeling (42) in an observational study of the effects
of a chemistry teacher professional development model. To ensure that changes
in instruction could be attributed to the professional development, he identified
a “tracer”,a clearly defined element that should be observed only as a result of
the intervention, and monitored it throughout the study. The tracer he tracked
was the teachers’ promotion of struggle (facilitation of cognitive dissonance) to
expose student misconceptions, because this phenomenon was explicitly taught
during the professional development and was not observed until after the teachers
learned this strategy.

With respect to observational data, reliability often comes in the form of inter-
rater agreement. This can be achieved through multiple observers, coders, and
raters (if using a protocol). Yezierski and Herrington (/4) used three raters to score
observations with the RTOP and negotiated scores that differed by more than 5%.
Such negotiations brought to light how challenging it was for one rater to observe
all of the interactions along with lesson, student, and teacher dimensions evaluated
by the RTOP. Although one video viewed by three researchers yielded primarily
convergent scores on items (evidence of the efficacy of training in the protocol
resulting in strong inter-rater agreement); more subtle phenomena recognized by
one rater could be discussed by the entire rater team during the negotiations. This
assured a thorough analysis and contributed to the validity of findings.

Reporting Results of Observational Research

Observational data are transformed by a series of decisions imposed by the
research questions, duration, frequency, and focus of the observations, as well as
by the analytic methods used by the researchers. It is essential for researchers
to carefully describe and explain the rationale for each of these transformations
and the resulting limitations of the findings. The limitations properly situate the
researcher’s claims in a context to help the reader evaluate the transferability of
the findings. Transparency and detailed descriptions of methods are not the only
means to producing high quality reports of observational research. Reports of
how findings can be triangulated among multiple data sources such as artifacts
also strengthen the quality of the findings. For example, Treagust, Chittleborough,
and Mamiala (43) investigated the relationships between teaching, scientific,
mental, and expressed models in organic chemistry and triangulated findings
from three sources: classroom observations, interviews with students, and student
questionnaires. Descriptions of how findings can be triangulated by multiple
sources strengthen their validity and are essential in research reports.
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Unlike quantitative data that can be reduced to descriptive statistics,
observational data sets including videos and lengthy transcripts are impossible
to report in total in a manuscript. However, there are a host of approaches that
enable the researcher to provide adequate evidence to support findings from
studies including observational data. First, if observational data are analyzed
through coding or other similar qualitative technique, the code descriptions along
with excerpts from the transcripts which illustrate the codes should be provided.
In addition, agreement among raters and how discrepancies were resolved should
be described. Second, if observational data are analyzed using a protocol, raw
scores or data from the protocols along with reliability estimates generated from
multiple raters or repeated ratings should be provided. Overall, the challenge in
the report is to balance the richness and complexity of observational data with
publication constraints (e.g., word limits) that enable the researcher to make valid
and reliable claims about the phenomena observed.
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Chapter 3

Using Interviews in CER Projects:
Options, Considerations, and Limitations
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Interviews can be a powerful chemistry education research
tool. Different from an assessment score or Likert-scale
survey number, interviews can provide the researcher with
a way to examine and describe what we cannot see, aspects
such as feelings, thoughts, or explanations of thinking or
behavior. Most people have no doubt seen countless interviews
on TV news and talk shows. These sessions might convey
interviewing as a spontanecous, easy, and straightforward
process. However, using interviews as a meaningful research
tool requires considerable thought, preparation, and practice.
Embedded within a chemistry education research context,
this chapter provides a general introduction to the use of
interviews as a research tool including how to plan, conduct,
and analyze interviews. It highlights important considerations
for designing and conducting fruitful interviews, shares
examples of different ways in which interviews have been
used effectively in chemistry education research, and provides
additional references should the reader want to delve more
deeply into particular topics.
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Introduction

Improving teaching and learning in chemistry requires an understanding of
what students know and the nature of their difficulties with the content. Well-
constructed interviews can provide chemistry education researchers with a rich
data set that affords a glimpse into students’ thought processes. Furthermore, they
can help researchers understand what other factors might play a role in students’
varying levels of success in chemistry. Consider a comparison of different student
assessment methods. A multiple choice assessment is quick to grade and can
quickly indicate that a student does not understand the material, but it is less
likely to ascertain the student’s particular difficulty with the material. On the
other hand, an open ended question on a test may take longer to grade, but it
can better detect the specific problem a student has with the content. Lastly, an
oral final exam, which allows for follow-up questions to probe more deeply into
students’ understanding of a topic, takes the most time but will allow for the best
identification of specific content issues. Interviews are most like this last form
of assessment. They may take longer to conduct and analyze, but the wealth of
information obtained from even just a few student responses can potentially help
improve instruction for the whole class.

Interviews are most useful in answering why and how questions. For
example, a multiple choice test or a survey could be used to identify gains
in student achievement or attitudes as a result of a particular intervention.
Interviews, on the other hand, can help determine why these gains are observed
or maybe how students are applying elements of a particular intervention in
solving problems. There are many good books and papers that provide in depth
information regarding interview methods, several of which we have cited in this
chapter. The goal of this chapter, however, is to provide an overview of important
considerations in using interviews as research tools specifically for chemistry
education research (CER), particularly for those new to the use of interviews.
Thus, in this chapter we aim to provide examples of two common, but somewhat
different types of interviews that have been used successfully in CER studies,
highlight many practical considerations for planning for an interview, conducting
an interview, and analyzing interview data, and point readers to additional
resources should they want to delve into any of the topics in more detail.

Types of Interviews

There are several different types of interviews that can be used for data
collection in CER. In this chapter we will focus primarily on the two types of
interviews most commonly used in CER and thus probably most valuable for
those new to using interviews as a tool for CER: open-ended and think-aloud.
Table I provides examples of two CER studies that used interviews as their
primary data collection tool. One used a structured open-ended interview format
while the other used a think-aloud interview protocol. Throughout the chapter
we will refer to these two examples, along with other CER references, to discuss
the important aspects to be considered in designing, conducting, and analyzing
interviews. Of particular note, while there are numerous studies in science
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education research, and more specifically in CER, that use interviews as data
collection methods, few of them actually provide the interview protocols used in
obtaining the data. In this chapter we have chosen to use as examples only studies
for which interview protocols were readily available.

Table I. Examples of the Use of Structured Open-Ended and Think-Aloud
Interviews in CER Studies

Tpe Structured, Open-Ended Think-Aloud
Title Exploring Conceptual Integration | “It Gets Me to the Product™:
in Student Thinking: Evidence How Students Propose Organic
from a Case Study (/) Mechanisms (2)
Research To what extent do students achieve | What strategies do students
Question “conceptual integration” of the enrolled in a first-semester

science they are learning about in | graduate level organic chemistry
school, in particular across related | course use to solve mechanistic
topics in chemistry and physics? problems?

Rationale In examining how students In order to make explicit

for Type of integrate concepts across subjects, | students’ organic chemistry

Interview students need to be asked in some | problem solving strategies, the
depth about two potentially related | researchers chose a think-aloud
areas of science, requiring more protocol, asking participants to
in-depth qualitative approaches describe their thoughts while
such as interviews. A structured solving a series of organic
interview was chosen as it mechanism problems.

provided a means to collect data
about student thinking over a range
of topics within a realistic span of
time.

Open-Ended Interviews

Most people are probably familiar with open-ended types of interviews where
the interviewer asks a question and the interviewee responds to the question.
Although on the surface this may appear to be a fairly easy tool to use, the
quality of the data obtained through interviews is highly dependent upon the
interviewer and the structure of the interview. Thus, preparing for interviews is
very important, and choosing an interview format that is well aligned with the
research question(s) and theoretical framework is an essential first step. There
are several different types of open-ended interviews, which may have slightly
different names depending on the author (3-5), but the main distinguishing
feature among them is the level of structure to the interview protocol. Figure 1
depicts the different types of open-ended interviews on a continuum. It should
be noted, however, that it is often the case that interview protocols fall into more
than one of these categories with some sections that are more structured and some
that are less structured.
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Unstructured with Semi-Structured with Closed Answer
Guide Probes e Pre-determined set of

List of topics to cover o Pre-determined set of questions, with

with each participant, questions limited answer

no set questions o Pre-identified probes to choices, asked in set

Allows exploration of elicit information not order

topics in more/ less supplied in initial o Allows best

depth based on flow of response comparison across

interview o Allows good comparison participants

across participants e Like an oral survey

Least Structure Most Structure

Structured

o Pre-determined set of
questions asked in set
order

o No follow-up questions

o Allows better
comparison of answers
across participants

e Easier to control time
required for interview

Figure 1. Continuum of Open-Ended Interview Types.

Unstructured
o No pre-determined set
of questions or topics
o Allows researchers to
elicit stories or probe

for initial information
on a concept when
they are unsure what
the most important
aspects might be

Unstructured Interviews

The least structured type of interview is often called an unstructured or
conversational interview. This type of interview is most commonly used in
ethnographic studies where people are interested in stories or in cases where the
researcher does not know enough about a phenomenon to ask specific questions.
In the latter case, the researcher can use information from these interviews to
design a more structured interview protocol (3, 5). In this type of interview, there
is no set of pre-determined interview questions. The interviewer has freedom to
pursue any line of questioning that he/she believes will provide interesting and
relevant data. In some cases the researcher will have a list of topics to cover
during the interview, but the topics are not covered in any particular order nor are
there any set questions about these topics.

Unstructured interviews are not very common in CER studies as many CER
studies have specific research questions they are interested in answering or a
specific chemistry topic they want to focus on; however, some researchers may
chose to use unstructured interviews to gather information that can help them
develop more structured interview protocols to use in their data collection. One
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interesting use of an unstructured interview in CER is a recent study designed to
identify effective instructional strategies for assisting a visually impaired student
in understanding gas laws (6). The researchers used tutoring sessions as an initial
data source. These sessions were essentially unstructured interviews where the
questions were posed by the visually impaired student (the participant). As the
tutor (the researcher) responded to those questions, he gained an understanding of
the difficulties the student encountered in learning the content.

It is important to note that unstructured interviews require the most skill on
the part of the interviewer and make it more difficult to make comparisons across
participants. Though those new to the use of interviews as a research tool may
view unstructured interviews as the easiest to conduct as there is seemingly little,
if any, upfront preparation, as discussed later in this chapter, constructing good
interview questions requires careful consideration. In unstructured interviews,
the interviewer must instinctively, as the interview progresses, determine what
questions would best elicit the desired information in a way that does not bias or
lead the participant. Furthermore, the questions asked in unstructured interviews
will be different for each participant which limits the researcher’s ability to
compare across participants.

Structured Interviews

More structured types of interviews (semi-structured — structured) are
much more commonly used in CER studies. These types of interviews have a
predetermined set of questions to ask participants and are particularly useful in
investigating specific research questions or topics. In a truly structured interview
protocol, participants are all asked exactly the same question in the same order.
These types of interview protocols are typically best for studies that want to
cover several topics in a limited amount of time, where the ability to easily
compare responses between participants is important, and where researchers are
more interested in participants’ knowledge and/or experience as opposed to their
opinions or feelings or problem solving strategies.

The open-ended study highlighted in Table I provides a good example of
a study that uses a structured interview protocol (/). As the goal of this study
was to investigate “conceptual integration” across particular related topics in
physics and chemistry, the authors wanted to be able to cover a wide range of
topics in a reasonable amount of time as well as be able to compare answers
across participants. Carefully choosing the questions that each student was asked
prior to the study allowed the researchers to work their way through several
topics in about 45 min — 1 hour. Asking all the participants the same question in
the same order made it easier for the researchers to compare responses between
participants. Moreover, as this study focused primarily on evaluating aspects
of students’ knowledge, the use of follow-up questions to dig more deeply into
student responses is arguably not as important here as in studies that are interested
in opinions, feelings, etc. Thus, a more structured interview aligns well with this
study’s research questions and design. The questions in one small segment of the
interview were presented as follows:
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* Do you know what the composition [make-up] of an atom of sodium
would be?

0 (Can you tell me about the structure [arrangement of parts] of
the sodium atom?)

* Do you think that a single sodium atom could fall apart? (Could the outer
electron fall out of the atom?) (Why?/Why not?)

*  What do you think holds the protons together in atomic nuclei?

Another good example of the use of a protocol that is more on the structured
end of the continuum is a study by Cacciatore and Sevian (7) that looked at
whether changing a single laboratory experiment could improve students’ general
chemistry performance. In this paper, the authors report both their interview
questions along with the rationale behind each question. For example:

“Question: Which labs were most helpful in learning the lecture
material? Why?”

“Rationale: Assesses student’s beliefs about the connections between
lecture and laboratory portions of the chemistry course.”

Semi-Structured Interviews

True semi-structured interviews, on the other hand, typically have a
pre-determined set of questions, but the order and the exact wording of the
questions may differ somewhat depending on the participant and his/her responses.
Also, semi-structured interview protocols typically involve asking follow-up
questions to dig deeper into particular topics of interest or seek clarification to a
participant’s response. Semi-structured interviews are best used in studies that
look to examine one or two focused topics in more depth, for studies that are more
focused on identifying important similarities and differences and less focused
on being able to directly compare responses to particular questions between
participants, and for studies that are more focused on students’ ideas, opinions,
beliefs, etc. as opposed to their knowledge about a topic.

For example, Cole and Todd (8) used a semi-structured interview protocol
to examine the effects of web-based multimedia homework on student learning
in general chemistry. For this study the authors collected several forms of
quantitative data (homework, laboratory, and exam scores; standardized test
scores (ACT and Math Placement scores); and a version of the Group Assessment
of Logical Thinking) to evaluate the impact on knowledge gains. Interviews
were used in conjunction with quantitative data to ascertain students’ opinions
about the value of the on-line homework. Although this chapter focuses on the
use of interviews as a CER tool, the use of both quantitative and qualitative
data to obtain a more complete picture is common in many CER studies. For
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the interview portion of this study, the interview protocol consisted of a set of
16 questions or topics that were covered in each of the interviews; however,
the order and exact wording of the questions was not necessarily the same for
each participant. In the interview protocol for this study (found in the paper’s
supplemental online material), the authors state that interviewers did not use
the protocol verbatim, but each interview covered all of the topics listed in the
protocol. The types of questions included in this interview protocol vary from
straight forward background questions (“Why are you taking chemistry 103?”), to
fairly specific opinion questions with pre-identified probes (“Which course tools
have helped you learn the most - lecture, discussion, lab, homework, tutorials,
demos, videos, animations, online quizzes, group work?”’), to more general topics
about which the authors wished to elicit student opinions (“Use the response to
[question]13 to probe more about the use of videos, animations, etc. on how
technology impacts the student’s learning”).

A study by Howard and co-workers (9) that examined college students’
understanding of atmospheric ozone formation also used semi-structured
interviews as a research tool. This study, however, used more of a “semi-structured
with probes” protocol. The researchers asked each student a common a set of
questions and had a related sub-set of probing questions for each primary question
that were used as needed. Given that this study was again more interested in
student knowledge (understanding of atmospheric ozone formation), an interview
protocol towards the more structured end of the spectrum is reasonable. In this
interview protocol, students were presented with a series of figures, problems, or
situations related to atmospheric ozone formation about which students were then
asked a series of questions. Some of these questions had additional follow-up
questions that were used depending on the participant’s response. For example, in
the first interview question students were presented with a figure that represents
the main cyclic tropospheric ozone formation components. They were then
asked, “Can you explain what is happening in the Figure?” Depending on the
participant’s response, the follow-up probe (“Can you describe what NO, NO2,
and HO" are, and their significance to our atmosphere?”’) may also have been used.

Although this section of the chapter has tried to clearly delineate the
differences between unstructured, semi-structured, and structured interview
protocols, it is important to remember that as illustrated in Figure 1, these
interview types really represent a continuum. Furthermore, it is possible to
combine different types of interviews within one interview protocol; some sections
of the protocol being more structured and some being more semi-structured
or even unstructured. In general, a more structured protocol is advised for
people new to interviewing. This allows the researcher to spend time developing
questions that will elicit sought after information and avoid using questions that
could bias or lead the participant to particular answers (see section on writing
interview questions). A more structured protocol is also useful if more than one
researcher will be conducting interviews as it helps to minimize variation between
interviewers (3).
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Focus Group Interviews

Most of the time interviews are thought of as a one-on-one conversation
between the interviewer and the interviewee; however, an alternative to this format
is the focus group interview. Focus group interviews are also used commonly
in educational research. Although originally developed for social psychological
research purposes, focus group interviews became heavily associated with
consumer market researchers in the 1950s, and have only more recently, 1980s,
began to grow in use in academic social research (/0). One common use of focus
group interviews for academic social research is for program evaluations, such as
in the assessment of an undergraduate chemistry program (/7).

A focus group interview is essentially a discussion between a small group
of individuals about a particular topic that is facilitated by a moderator (the
interviewer). In many ways focus group interviews are similar to one-on-one
open ended interviews and thus many of the same considerations for “regular”
open-ended interviews can be applied to focus group interviews. For example,
focus group interviews can be unstructured (aimed at gathering data to explore
a new domain by encouraging a wide variety of viewpoints on a topic) or more
structured in format; the use of interview questions that do not bias or lead the
participants is crucial to obtaining meaningful information; and good alignment
of research questions, design, and interview format is important. Yet, there are
several considerations and benefits unique to focus group interviews that are
highlighted in this section (for readers looking for more information about the
use of focus group interviews see (12)).

In general, focus groups should be small, about 4-8 people, to allow for
everyone to have a chance to speak. Although general considerations for
participant selection, discussed later in this chapter, should also be applied for
focus group interviews, the quality of data obtained from a focus group interview
is largely dependent upon how comfortable the participants feel discussing ideas
and offering alternative opinions. Thus, it is important to choose participants
who both have experiences that allows them to contribute to the conversation and
are similar enough that they will feel comfortable expressing their opinions. An
important role of the interviewer in focus groups is to ensure that everyone has
the opportunity to speak and that a minimal level of threat is maintained, so the
freedom to share opposing or even counter viewpoints is respected and may be
freely offered. Moreover, in focus group interviews it is more difficult to maintain
the confidentiality of a participant’s responses as a result of the other participants
in the room. Therefore, in choosing to use focus group interviews, one must also
carefully consider the sensitivity of the issues being discussed.

Despite some of the additional considerations for the use of focus group
interviews, this format also provides a number of potential benefits with respect
to collecting rich data. This format may allow participants who may be more
reluctant in an individual interview to feel more willing and encouraged to
respond. Hearing others ideas, too, may prompt one’s own thinking and add to
the multiple perspectives desired from this type of interview. For example, focus
group interviews were used in the CER study by Stojanovska et al. (/3) to examine
misconceptions students held about the particulate nature of matter. In particular,
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the researchers noted that having students interact and exchange ideas during
focus group interviews provided valuable information about misconceptions and
source material for follow-up questions.

Think-Aloud Interviews

Think-aloud interviews differ from open-ended interviews in that they ask
participants to articulate their thoughts during a specific task or when solving a
particular problem. Bowen (/4) describes this method essentially as way to listen
to learners. It is less focused on broader feelings or perceptions of a course or an
instructional approach and more focused on a participant’s reasoning during pre-
selected tasks. Think-aloud protocols are often selected when a researcher wants
to know how or why a participant is using knowledge, processes, algorithms, or
heuristics to solve problems or complete tasks. These verbal data help researchers
make inferences about what information is focused on in a problem and what
processes are selected in solving the problem.

When using think-aloud interviews, the selected problem itself becomes the
source material for the interview “questions” and the participant usually does most
of the talking, describing his/her thoughts and reasoning during the solving of the
problem. Other prompts or follow-up questions may be used after the problem
is solved. These follow-up questions, though, ask participants questions from a
slightly different vantage point. During the problem solving, participants are likely
providing descriptions out of introspection, what they are actually thinking during
problem solving. Descriptions provided after solving the problem come more from
retrospection, reflecting on the problem solution and possibly why they solved the
problem the way they did (/4, /5). Both question pathways may provide relevant
information for the research framework, but are different avenues of knowledge
access by the participants and should be treated as such when analyzing these data.
Ultimately, think-aloud protocols can serve as a way to uncover knowledge and
mental models participants may be activating around a particular term, concept,
or type of problem (10).

In the study by Bhattacharayya and Bodner (2), highlighted in Table I, the
researchers asked graduate students to think-aloud while solving complex organic
synthesis mechanisms. The ultimate goal of this research was to determine
how prior experiences (such as, undergraduate courses) may or may not have
prepared students for novel organic chemistry problems they encounter in their
own graduate research. The think-aloud interviews allowed researchers to see
how students used the curved-arrow or electron-pushing conventions typically
taught in undergraduate organic courses. Participants described their reasoning
concerning what the arrows actually designated and why they used a particular
set of steps in the solution. Other CER studies have used think-aloud protocols
to investigate students’ thinking when solving algorithmic and conceptual
chemistry problems (/6), to assess chemistry teachers’ understanding of chemical
equilibrium (/7), and to describe students’ use and connections made among
representations of matter (/8).
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Developing the Interview Protocol
Identifying the Desired Information before Starting the Interview Process

Interview participants provide valuable gifts: their time and insights. So, it is
important that the information the researcher wants to obtain from the interview
is framed prior to starting the interview process. This should be shaped by the
theoretical framework, research questions, and hypotheses of the study, unless
the investigation is purely exploratory, and even then, the topic of interest should
be carefully considered so that questions can optimize collection of the desired
data. In their “Seven Stages of an Interview Inquiry,” Kvale and Brinkman (/0)
call this stage: "thematizing" - identifying the why and what before the how.
For a structured interview this means identifying important topics to discuss
during the interview so that an appropriate set of questions can be developed for
the interview protocol. For example, in exploring how students integrate their
scientific knowledge, Taber (/) (Table I) made a choice based on the research
question. In order to determine how students integrated knowledge across
chemistry and physics content areas, Taber reasoned that, “collecting data about
thinking over a range of topics was more important than being able to spend time
approaching particular topics from a range of perspectives.” As a result, he used
prior research to identify a series of topics that students would likely be able to
integrate across chemistry and physics, and developed questions for an interview
protocol based on those topics.

Within a think-aloud protocol, preparing for interviews could mean
considering the tasks or problems to be used during the interviews, what the
variables are, and why anticipated answers to those problems and students’
descriptions of their reasoning would be relevant to answering the research
questions (/4). For instance, Bhattacharayya and Bodner (2) situated their
research within a phenomenographic framework. They chose a think-aloud
interview because it would give a voice to the participants by making the
students’ underlying thought processes explicit, thus providing the researchers an
opportunity to uncover and to interpret student strategies. Though the researchers
anticipated “multiple voices,” they hypothesized that there would be a finite
number of differing approaches which would allow them to characterize a finite
set of problem solving strategies.

In addition to determining the type of information desired from an interview,
researchers must also carefully consider the interview format. For instance, if
a researcher is interested in students’ perceptions of learning with a particular
instructional approach, a focus group interview might seem to be a good format
for obtaining multiple and varied viewpoints about these perceptions. In using this
format, though, confidentiality has to be protected as much as possible. Comments
shared by individual participants should not be shared with the professors who
are using the instructional approach being studied. Instead, comments need
to compiled and not be attributable to individual students in the class. Ethical
considerations must be simultaneously at the forefront in the thematizing stage
as well as throughout interview inquiries. To assist the researcher with this,
guidelines for working with human subjects have been established and should be
followed throughout the research project. Additional descriptions and guidelines
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for conducting research with human subjects are described in this volume by
Bauer (19).

How To Construct Good Interview Questions

The questions asked in an interview ultimately depend on the focus of the
study, but there are some guidelines to keep in mind when writing interview
questions to help ensure that they furnish valuable data. There are several
different types of questions that can be asked. Although there are no doubt
multiple ways to classify types of interview questions, one useful classification
scheme is provided by Patton (3). Patton suggests that all interview questions can
be classified into one of six different categories which have been summarized in
Table II. Table II also highlights the type of information that each type of question
is meant to elicit and provides an example of how each type of question has been
used in a CER or science education research study.

Although there is no set way to order interview questions, in general, most
interviews start out with Background/Demographic type questions and then move
to other types of questions. Both Patton (3) and Merriam (5) suggest that a good
progression is to first ask participants to describe a situation (Experience/Behavior
or Knowledge questions) and then follow-up with questions about how they feel
about the situation (Feeling or Opinion/Value questions). In our experience, this
provides a good model to follow. For example, in studying the Target Inquiry
professional development program and its impact on teachers understanding
of inquiry instruction, Herrington and co-workers (20) first asked high school
teachers to use a set of cards to construct their model of inquiry-based instruction
(Experience/Behavior) and then asked them to explain and justify their model
(Opinion/Value).

Another key consideration is how to word (or phrase) the questions. First,
it is important that the questions are clear to the person being interviewed.
Using terms or disciplinary jargon should be avoided. Second, if participants
feel uncomfortable answering a question it is unlikely that they will provide
useful data. If asking a somewhat controversial or personal question, posing it
in a way that takes the direct focus off of the participant may be helpful. Some
examples include asking a hypothetical question, playing Devil’s advocate (Some
people might say...), or asking about an ideal situation (5). For example, asking
students what they thought about the feedback they received on assignments
in their chemistry class may not yield completely honest answers if students
are concerned that their responses might get back to their instructor. However,
rewording the question and asking “If you were teaching this course, what kinds
of feedback would you want to give students on their assignments?”” may allow
students to voice opinions about things they felt were lacking from the feedback
without worrying about giving a negative response.
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Table I1. Types of Qualitative Interviews Questions

Question Type Type of Information Provided | Example in CER
Background/ Used to identify characteristics | How many faculty teach the
Demographic of a person or program (age, lecture portion of this course?
chemistry courses taken, major, | Are they all tenured or tenure
years of teaching experience, track? (how many tenured,
number of students, etc.). tenure-track, and/or contract)
)

Experience/ Used to elicit information How do you study for this

Behavior about experience or behaviors | course? Describe a typical
that would be visible if the week. (8)
interviewer were present as an
observer.

Opinion/Value Used to try and understand Which labs were most helpful
what a person thinks or in learning the lecture
their rationale for a certain material? Why ?(7)
action/decision.

Used commonly as probes
during or after think-aloud
interview protocols (Can you
explain why you chose to use
that method?)

Feeling Used to identify participant’s How do you feel about science
emotions. subjects at your school? (22)

Knowledge Used to determine a person’s | [ dissolve lead sulfate in water
factual knowledge. to form lead ions and sulfate

ions. What will happen if [
add solid lead sulfate to this?
1t is at equilibrium initially.
(23)

Sensory Used to identify sensory inputs | Which tactile representations
(sight, sound, taste, smell, of images did you find to be
and touch) experiences in a helpful / not helpful and why?
situation. (6)

Finally, there are some things that researchers should take care to avoid when
crafting interview questions. Asking multiple questions at once is problematic.
For example, “How would you assess your learning and effort in CHM 100?”
is a poor question because learning and effort are two separate things. If the
researcher is interested students’ assessments of both learning and effort, each of
these should be asked about separately. This separation will also facilitate analysis
of the interview data. In general, yes or no questions should also be avoided as
they do not yield the rich, descriptive data desired from a qualitative interview. For
example, if investigating the structural features of molecules that students focus on
when making predictions about chemical reactions, consider the following ways
of asking the same question:
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(1) Are there any structural features of the molecule that you looked at in
deciding what type of reaction would occur?

(2) What specific structure features of the molecule did you look at in
deciding what type of reaction would occur?

The first question students can answer with a yes or no. Of course this could
be followed up with “which ones?” but this can lead to a back and forth that is
more like an inquisition than an interview. The second question, on the other hand,
prompts students to identify the structural features without the need for a follow-
up. There are, however, some cases where yes or no questions can be appropriate
and useful. For example, in the Taber study (/) highlighted in Table I, several yes
or no questions were used in the interview protocol. In some cases a yes or no
question was used to determine whether a student was familiar with a particular
phenomenon , such as a balloon sticking to a wall after being rubbed on a sweater,
before asking them follow-up questions about that phenomenon. In others, a yes
or no question was asked first to determine whether a student thought a particular
thing was possible (e.g., Do you think a single sodium atom can fall apart?), and
then it was followed up with a why/why not to elicit the student’s rationale.

Perhaps the most important and most difficult pitfall to avoid is using leading
questions. At first glance a question such as “What did you like about CHM 100?”
may seem like a good open-ended question; yet, it carries with it the implicit
assumption that the class was good. Another way to approach this is to say, “Tell
me what you thought about CHM 100.” This invites the participant to discuss both
positives and negatives of the course.

One final caution is using why questions. Although a well-placed “why
do you think that” can sometimes provide valuable insights, why questions can
also sometimes hinder the collection of meaningful data (3). When asking a
participant why they answered a question in a particular way, the interviewee
may feel that their answer was somehow inappropriate or inadequate. Simply
rephrasing the question as, “Can you tell me more about your thought process
in answering that question?” may be more inviting. Furthermore, in some cases
there are many reasons “why” a person might chose to do something that could
include personal choice, level of understanding of the topic or content, desire to
please the interviewer, etc. A participant may not be able to distinguish among
these reasons and clearly articulate which one explains his/her answer. In this
case, if a researcher is particularly interested in one thing — for example, a feature
of the question that prompted a particular response — then more useful data may
be obtained from rewording the question to ask, “Can you tell me what features of
the question resulted in you choosing that problem solving method?”” as opposed
to asking, “Why did you solve the problem that way?”

How To Construct Good Tasks for Think-Aloud Protocols

Considerations for think-aloud interviews are somewhat different from
constructing good open-ended questions as participants are describing their
thought processes as they complete pre-designed tasks. In think-aloud protocols,
the goal is to have the participant describe what he/she is thinking while
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completing the task without any interruptions or prompting questions. This
makes the development of the tasks very important. Though the specific tasks
will differ based on the research question, there are several things to consider
when choosing appropriate tasks. First, the tasks have to be problems that
participants cannot solve automatically, avoiding situations where a participant
may be able to get the correct answer without actually being able to describe
how they got there (/5). For example, students may be able to draw a Lewis
structure for CO; from memory without the need to think about how to draw
it. On the other hand, tasks should not be too unusual. If a participant does not
know where to start, he/she will probably not be able to provide useful interview
data. For example, in Bhattacharyya and Bodner’s study of organic mechanisms
(2), they used problems that required 2-4 step mechanisms, many of which were
found in standard undergraduate organic chemistry textbooks. Using resources
such as textbooks to generate a pool of items for selecting appropriate tasks for
developing think-aloud protocols is a great strategy (/4).

The time required for participants to complete the tasks is also an important
consideration. In a study looking at concept learning versus problem solving,
Nakhleh and Mitchell (/6) asked students to solve one conceptual and one
algorithmic gas law problem from the exam their recent exam as well as a pair
of stoichiometry problems using the think-aloud method. Each interview took
approximately 50 minutes. This illustrates that it is important to recognize that
think-aloud protocols are typically limited to just a few problems because thinking
aloud while solving problems generally requires more time than just completing
the task alone. Session that are too time intensive could lead to participant fatigue
which in turn can affect the quality of the data obtained.

Another consideration in developing think-aloud tasks is what resources
will be provided to participants (periodic table, calculator, textbooks, molecular
models, etc.) (/4). For example, in the Bhattacharyya and Bodner study (2), they
provided their participants with two different comprehensive organic textbooks
and a set of molecular model kits to try and eliminate content knowledge as a
confounding variable in their study of organic problem solving.

Piloting the Interview Protocol

The importance of piloting the interview protocol cannot be stressed enough.
One way to pilot an interview protocol is to practice with someone who is familiar
with using interviews as a tool in educational research as they will likely be able
to provide valuable feedback about the interview questions themselves and give
some practice dealing with many different issues that could be encountered in
the interviews (e.g., the reluctant participant, the participant who has difficulty
answering the question you have asked, etc.). However, it is also important to
conduct a few pilot interviews with the target population for the study. This is
the fastest way to figure out which questions are confusing to the participants,
which questions elicit unanticipated answers, and which questions do not provide
meaningful data and thus need to be reworded or eliminated completely from the
protocol. Furthermore, participant responses from pilot interviews may suggest
questions that are missing from the protocol that should be included or probes
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for certain questions that could be used with participants that tend to be less
forthcoming with information. For example, in the study of the Target Inquiry
program, after the first year of the program teachers were asked to describe any
changes to their teaching over the past year. Several teachers also mentioned
changes they had noticed in their students as a result of changes to their teaching.
Thus, a follow-up probe was added to the interview protocol (Have you noticed
any changes in your students? If yes, can you describe those changes?) as a
prompt for teachers who did not volunteer information about students in their
initial response. Additionally, for participants who were less forthcoming with
information, additional follow-up prompts (Prompts: Motivation? Retention?
Understanding?  Frustration?) corresponding to the things teachers most
frequently mentioned in relation to changes in their students were included. In
McClary and Talanquer’s study of student models of acid and base strength (24),
piloting their interview protocol indicated that asking students to justify all of
the acid strength ranking tasks took too long and resulted in cognitive overload.
Thus, they modified their protocol so that students only justified the three most
complex ranking tasks.

The use of a think-aloud protocol is somewhat different, but it is still important
to pilot the interview protocol. Doing so will help determine whether the tasks
are performing as expected. Moreover, when using a think-aloud protocol, it is
important to practice the think-aloud procedure with each of the participants as
this process is often unfamiliar to them. In the study by Nakhleh and Mitchell
(16), the researcher trained the students by first demonstrating the think-aloud
method himself as he completed a practice problem and then had each participant
complete their own practice problem using the think-aloud method. More often,
however, researchers provide participants with instructions regarding the think-
aloud procedure and then give them a practice problem that allows them to try
using the think-aloud method.

Selecting Participants

Using interviews for data collection allows the researcher to investigate
selected issues or concepts in great depth, but this is only possible with participants
who provide information-rich cases to study. Unlike quantitative methods which
rely on random sampling to provide the most robust generalizations of statistical
comparisons to the larger population, obtaining quality data from interviews
requires more purposeful sampling. Although most often interview participants
are volunteers, choosing appropriate volunteers is of utmost importance. For
example, in Taber’s study looking at conceptual integration across topics in
chemistry and physics (1), he chose students working at an advanced level, who
had shown interest in science, had studied both chemistry and physics at a college
level, and had been academically successful because, “These are students where
we might expect significant evidence of conceptual integration, and who should
cope with the challenge of a broad-based interview of around an hour’s duration.”

Often in CER, researchers may find themselves recruiting participants from
a convenient source such as a particular section of a general chemistry lab or
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lecture. This is known as convenience sampling and for many research studies
may be perfectly appropriate. Other times it is important to ensure recruitment
of participants with adequate variation across a variable of interest (e.g., low,
medium, and high performing students), known as maximum variation sampling.
An example of this can be found in the study by Cole and Todd (8). In this
study they used the Group Assessment of Logical Thinking (GALT) as a pre-
test measure because it has been shown to correlate well with performance in
general chemistry. Students in their study were divided into four groups based
on their GALT scores (high or low) and homework type (online or textbook).
The researchers then randomly selected six students from each of the four groups
to participate in interviews. Ensuring participation from each group provided
researchers with the opportunity to determine whether a particular homework type
was more favored by a particular group of students.

Another great example of purposeful sampling methods for conducting
interviews can be found in the study by Bruck, Towns, and Bretz (25). The aim
of this study was to identify the goals, strategies, and assessments used by faculty
members involved in the development and implementation of laboratory curricula
at American Chemical Society (ACS)-approved institutions. In particular, they
were interested in investigating the relationships between faculty goals and
(1) institution type, (2) course level taught, and (3) whether they had received
National Science Foundation Course, Curriculum, and Laboratory Improvement
(NSF-CCLI) funding to improve laboratory instruction. Thus the researchers
purposefully identified faculty who had received NSF-CCLI funding and those
who had not and then used stratified random sampling across institution type and
course level taught to select faculty to invite to participate in interviews. These
are just a few different strategies for purposeful sampling. Patton (3) describes in
detail 15 different purposeful sampling strategies.

Related to choosing participants for interviews is the issue of sample size.
Unlike quantitative methods where certain sample sizes are required to provide
adequate power to detect significant changes or differences, there is no set required
number of interviews for a study. In an ideal situation where timelines and
resources are plentiful, Lincoln and Guba (26) recommend that the sample size
be dictated by saturation. Data are collected until no new information is gleaned
from sample units. In practice, though, this rarely occurs and thus the decisions
about sample size are largely tied to the goals of the study along with the time
and resources available to the researchers. In some cases, in-depth information
from a small number of people (even N=1) can be very valuable. In Taber’s study
on conceptual integration (/), four students were interviewed, but in order to
illustrate the value of a broad research protocol in obtaining meaningful data, in
his paper he chose to describe the findings from just one of those interviews in
detail as a case study. In other cases, where researchers are looking to identify
patterns or variations across a phenomenon, then it is often necessary to interview
a larger number of participants in less depth. For example, by interviewing 14
participants (25% of the class) Bhattacharyya and Bodner were able to identify
patterns in the use of curved arrow notation that were consistent across several
of the participants (2).
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Conducting the Interview
Developing a Rapport

Getting good data from interview participants often depends largely on the
interviewer’s ability to develop a rapport and make the participants feel at ease.
Two very important things to consider in relation to this are (i) the location of the
interview and (ii) who will conduct the interview. It is important that interviews
are conducted in a neutral location where it is possible to ensure that other people
will not be able to hear the interview or walk in during the interview. This suggests
that holding interviews in a faculty office is not typically a good choice, especially
when interviewing students, as this could set up a power dynamic that could make
students feel uncomfortable.

To develop a rapport with participants it is important to remain respectful
and sensitive to the participant while at the same time remaining neutral and non-
judgmental. This is often difficult as interviewers, like all researchers, have their
own biases. However, it is critical that the participants feel that they can share
honest responses with the interviewer without being judged. This is also difficult
to do if there is a power dynamic, either real or perceived, between the interviewer
and interviewee, such as that between a professor and a student. For CER studies
that involve interviewing students, one option, although not always possible, is to
have students conduct the interviews as students typically feel most comfortable
talking to other students whom they do not view as being more knowledgeable
than they are and are less likely to judge them if they do not know “the” answer to
a question. Another good strategy, again if possible, is to develop a rapport with
participants before the interview. This importance of rapport has been underscored
in the work that we (the chapter authors) have done with teachers. Working with
teachers in an environment where they have perceived that their ideas and input
are valued and where they have been treated as colleagues has allowed us to gain
their confidence and trust. Such trust has resulted in fruitful interviews.

Paying Attention during the Interview

Paying attention during an interview is not only an act of respect to the
participant, but can also help an interviewer maintain control of the interview.
If an interviewer pays close attention to participant responses, he/she is better
prepared to redirect the participant who is not answering the question asked or
who may be meandering in his/her responses. Time for both the interviewer and
interviewee is a precious commodity and thus it is imperative to use that time to
get as much useful data as possible. If a participant gets off topic, the interviewer
should find an opportunity to interject and redirect the participant. A couple of
examples of how a researcher might do this are:

* I would like to focus back on the difficulty you described having with
equilibrium problems.

* That is very important, but I am most interested in how you actually
solved the equilibrium problems. Could you tell me specifically about
the approach you took to problem #5?
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This will also help address participant fatigue as it will prevent the interview
from becoming too long. Interviews lasting less than an hour for secondary and
post-secondary students are common and typically do not result in participant
fatigue. If interviews need to be longer, then appropriate breaks for the participant
when fatigue is observed can be beneficial to data collection. Finally, paying
attention provides opportunities for the interviewer to probe more deeply into
responses, particularly if the responses appear superficial.

Giving Participants Appropriate Feedback and Support

Something that will help build a rapport with participants and ensure
continued collection of useful data throughout the interview is being sure to give
participants appropriate feedback and support along the way. Remaining neutral
is important but that does not preclude the interviewer from letting participants
know that their contributions are valued or providing them with encouragement
and feedback. For example, telling a participant that their honest feedback about
the homework in CHM 100 is appreciated because it will be valuable in helping
improve the course, can make a participant feel valued and encourage them to
provide additional details. Moreover, simple phrases like the following are great
ways to encourage participants to keep them going if they appear to be tiring.

* A number of students struggle with that question.

* T understand how that can be challenging.

* That is great. That is exactly what we are looking for.
*  Okay, I just have a couple more questions for you.

Patton provides numerous other examples of ways to rephrase questions,
transition from one topic to another, or to give participants supportive feedback
that researchers may want to consider, in particular if they are planning to conduct
longer interviews (3).

Recording Interview Data

Recording the interview is ideal as it frees the interviewer from taking
copious notes and allows him/ her to pay attention to the participant responses.
Recording, though, brings with it ethical considerations concerning the ability to
maintain confidentiality of participants (see also reference (/9) in this volume).
This is especially true when deciding whether to use audio only or audio and
video recordings. Video recordings have the benefit of capturing participants’
expressions and mannerisms, the non-verbal cues, during an interview. Such
features may inform aspects of the research. Video recording devices, though,
can be more difficult to set up (angles, positioning, lighting, etc.) and participants
may be more tentative with both video and audio recording over audio only.
Technology advances (e.g. mobile devices with applications), though, have
facilitated both forms of recordings and lessened the intrusion of recording during
the interview process.
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Ultimately, because interviews are about gathering information from human
beings, the comfort level of the participant is important. If participants are hesitant
about having their comments, expressions, and/or actions recorded, the data can
be skewed or biased. Frequently though, any slight hesitation or nervousness
participants may have with being recorded fades if the interview has a comfortable
flow. This is one reason why starting with more demographic/knowledge types of
questions and developing a rapport with participants is so important. However, it
is still important to give participants the option of having the recording stopped at
any time. If the recording device continues to make a participant uncomfortable,
then an interviewer may want to turn it off completely and just take notes.

Regardless of the use of recording devices to capture an interview, a researcher
may still want to take notes during an interview. The first reason being, in some
cases the audio recording may fail and the notes might be the only data source from
an interview. More importantly, however, is to record initial impressions, indicate
a comment for follow-up, or underscore a phrase or term that, within the moment,
appeared relevant.

Interviews for the purpose of data collection are often single shot
opportunities. There is rarely a chance for multiple trials with the same sample.
Even if a researcher is able for some reason to conduct an interview again with the
same participant, the questions have already been asked, and so, the participant’s
responses, even during an immediate redo of the interview, may change somewhat
because the participant has already heard the interview questions. Therefore, it
is critical, prior to conducting interviews, to test the devices to make sure they
are functioning appropriately and placed properly to capture varying volume
levels. This testing step can be combined with the steps for piloting the interview
protocol that were described earlier. Finally, establishing a consistent template for
saving recorded data is crucial. The form of the recording (e.g. file type), what
was recorded, from whom, when, how the files are named and stored, paying
particular attention to maintaining confidentiality, are small but critical details
when using interviews as a research tool.

Media for Conducting Interviews

Most interviewers would probably prefer to conduct interviews face-to-face
as it is easier to build a rapport with participants and it provides researchers the
benefit of non-verbal cues that can signal the asking of follow-up questions.
However, distance and incompatible schedules between researcher and
participants can make conducting face-to-face interviews difficult and sometimes
more costly. Thus, researchers have looked to other formats for conducting
interviews including: (1) phone; (2) email; and (3) video-chat. Given the
increased use of these virtual forms of communication, alternate interview formats
are likely to become more common. All of these methods provide the benefit of
giving the researcher access to participants over a greater geographic area for a
relatively small cost as compared to conducting face-to-face interviews with the
same participants, but each of these methods also has several other inherent pros
and cons. The following sections discuss the use of each of these methods for
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conducting interviews with some of the most notable pros and cons for each of
these methods summarized in Table III.

Phone Interviews

Phone interviews have become very popular with market research where
typically very structured interview protocols are employed, but generally have
been considered less desirable for less structured qualitative interviews because
of the absence of non-verbal cues to help direct the interview. More recently,
however, phone interviews have been used in qualitative studies (27, 28). In
Irvine’s comparison of phone and face-to-face interviews (28) she found that (i) on
average participants in phone interviews talked for a shorter amount of time and
provided less detail and elaboration than participants in face-to-face interviews,
and (ii) the interviewer did a larger portion of the talking in phone interviews.
Additionally, phone interviews, like face-to-face interviews, require recording
and transcribing, thus it is important that you have a good quality audio recorder
that can capture your phone conversation. While these are certainly limitations
of phone interviews, Holt (27) notes several advantages to phone interviews
in addition to increased access to participants. Phone interviews provide an
added sense of anonymity, which can result in participants being more open
about sensitive or personal topics. Furthermore, she notes that phone interviews
can serve to eliminate perceived power differences between the researcher and
participant that can make it difficult to develop a rapport with the participant.

Email Interviews

Unlike face-to-face, phone, or video-chat interviews, email interviews lack
verbal cues that can help the researcher assess the comfort of the participant and
reliability of the responses. Additionally, email interviews are asynchronous.
The advantage of this is that participants can take their time and think about their
answers. This generally results in more thoughtful answers as well as fewer
fragmented sentences than synchronous methods (29, 30). Other advantages
include (1) the ease of scheduling as there is no need to find a time that works for
both researcher and participant, rather a set of questions can be sent out to several
participants at once, and (2) eliminating the need for transcription of the data as it
is already in text form. On the other hand, the time it takes for data collection may
be extended as it depends on how quickly the participants respond to the initial
questions and the follow-up questions. Several researchers have also found that
participant attrition is higher with email interviews than with other synchronous
forms of interviews as participants can drop out at multiple points (after the initial
invitation, after the initial set of questions, or after any set of follow-up questions)
(30, 31). Finally, there are also some concerns with email interviews about the
reliability of the data as it is not possible to verify the identity of the person who
is actually providing the information (29).
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Table I1II. Pros and Cons of Using Media for Conducting Interviews

Media Type Phone Email Video-chat
Cost Relatively Relatively Relatively
inexpensive inexpensive inexpensive
providing participants | providing participants
have computers have computers,
webcams, and
software
Participant Can access Little difficulty as Can access
access/ participants at great researchers can send | participants at great
Scheduling geographical distance | out questions to geographical distance
without travel but multiple participants | without travel but
still have to have at the same time still have to have
compatible scheduled | and participants compatible scheduled
times can respond when times
convenient
Verbal and Access to verbal cues | No access to verbal Access to both verbal
non-verbal but not non-verbal or non-verbal cues and non-verbal cues
cues cues
Data Need to have a Data is already in Need to have a
processing reliable means of typed format, no need | reliable means of
recording audio and | to transcribe recording video and
interviews need to be audio and interviews
transcribed need to be transcribed
Video Chat

The increased use of video conferencing software, such as Skype, provides
another option for conducting interviews that carries with it similar advantages
of other methods while still providing the researcher with the valuable verbal
and non-verbal cues. Hanna (32) also suggests that for some participants, being
able to take part in the interview from the comfort of their own homes may be
advantageous. If the participant is in a comfortable environment, then he/she is
likely to be more open and honest with responses.

Like face-to-face and phone interviews, Skype interviews still need to be
recorded and transcribed. A quick internet search will provide a list of software,
some that are free access and some that have fees, that can be downloaded and used
to record both the video and audio portions of a Skype call. The ability to capture
video data in the interview can provide an additional data source for researchers
to analyze.

Other Media for Interviews
There are some types of interviews that do not lend themselves well to

formats other than face-to-face. For example, in think-aloud interviews, in
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addition to collecting verbal data regarding participants thought processes,
researchers also tend to observe what participants are writing and collect any
artifacts they construct. These verbal and observational data are still best collected
simultaneously using face-to-face methods. Nonetheless, there are some forms
of technology and programs that can be used to capture students’ drawing and
monitor their progress as they work through problems.

For example, in a study of students understanding of enzyme-substrate
interactions Linenberger and Bretz (33) report the use of the Livescribe digital
pen to capture the audio of students’ explanations overlaid upon digital images of
what they have drawn. This technology is finding more use in CER studies as it
overcomes several data analysis difficulties. In particular, Linenberger and Bretz
reported that even with videotaped interviews that included audio and copies of
student drawings, they often had difficulty interpreting student drawings given
that students made several markings on the same drawing. The Livescribe pen,
however, ties the audio to the specific pen marks students make, thus eliminating
this analysis challenge. Another excellent description of the use of technology
to collect and analyze data in CER studies is also provided in this volume by
Cooper, Underwood, Bryfczynski, and Klymkowsky (34).

Analyzing the Interview Data
Transcription

If interviews were recorded, then the first step in analyzing the data is
usually transcribing the audio portion of the recordings. Good transcription,
which includes line numbers in the document for referencing, takes time, and
if using a professional service, can be costly. Industry Production Standards
suggest that one hour of interview recording takes about four hours to transcribe
(35). Merriam (36) describes two options for transcribing: verbatim or interview
logs. Verbatim transcription captures every word, utterance, and sound from the
interview. Interview logs are a process for capturing the main points. Though
interview logs may be a more affordable alternative to verbatim transcription, the
ways to measure their reliability is not entirely clear.

Ideally transcription is done without bias. However, unbiased transcription
is often not possible. For example, what does it mean to transcribe an interview
verbatim? Was the sound a laugh or a sigh? Is there any way to capture
voice intonation or inflections? What about grammar and punctuation? Does
punctuation change the interview data? For instance, consider the same audio
recording transcribed in the following two ways:

¢ “Organic reaction mechanisms are tough, you know. I really think so,”
¢ “Organic reaction mechanisms are tough. You know I really think so”

Would those two transcripts lead to slightly different interpretations of data?
Such considerations are important in moving to data interpretation (37). Even
though transcription itself may be a slight first level of data interpretation, it
remains the best preparation of recorded interviews for analysis, especially when
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done with as little bias as possible. Though this process is time consuming,
accurate transcriptions can facilitate rich analysis of the interview data.

Importance of a Theoretical Framework

Maxwell (38) defines a theoretical framework as “the system of concepts,
assumptions, expectation, beliefs, and theories that supports and informs your
research.” The driving question(s) of a research study and how that question is
asked is a reflection of the theoretical framework or theoretical orientation behind
the study. Different theoretical perspectives allow for researchers to look at the
same situation or same data and ask different questions or focus on different
elements of the data. Merriam (5) gives the example of an educator, sociologist,
and psychologist looking at the same classroom. The educator may ask questions
about instructional strategies, the sociologist about social interaction patterns,
and a psychologist about motivation. In analyzing interview data, the theoretical
framework provides the lens through which the researcher views the data. For
example, in the Bhattacharyya and Bodner study highlighted in Table I (2), the
researchers had phenomenography as their theoretical orientation. The authors
chose this theoretical framework as they were looking to identify and classify
the different strategies students used for solving complex organic mechanistic
problems. The phenomenographic perspective presumes that people experience
the same phenomena differently; however, the number of different ways people
experience a given phenomenon is finite.

A more detailed theoretical framework was employed in a study that looks
at how students and faculty connect levels of representation (macroscopic,
particulate, and symbolic) (/8). The authors use a “levels of complexity”
framework which allows them to classify participants explanations of phenomena
as emergent (macro-level properties resulting from a particulate level mechanism)
or submergent (imposing the properties of the macro-system on the particulate).
Thus, in the analysis of the interview data, the researchers were looking for how
participants were making connections between the two levels. They provided the
following examples of emergent and submergent explanations.

Emergent: “Let’s say the gas is comprised of particles; the particles
collide with the walls; the collision with the walls creates pressure. [...]
The moment I looked at the diagrams, I immediately thought ‘particulate
model’. According to this approach, it should be divided to the smallest
particles that are still relevant to the problem. In this case, the fact that
we have H> is not relevant. The molecular structure of the gas does not
change at all. Therefore we can simplify H: to be a sphere, a particle,
does not matter what. Then I asked myself: which particulate theory
is relevant to the problem? We can use a theory of motion, a basic
mechanistic theory (John, faculty — Theoretical Chemistry).”

Submergent: In asking a student to describe the how the distribution of
gas particles would change if the temperature were lowered, the student
responded “OK, I'll go with (b) [gas particles are concentrated in the
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middle of the tank], since the product PV should decrease, because you
lowered the temperature, and P remains the same.” The researchers
explain that this is submergent reasoning as “in his answer, he first
considers the ideal gas equation, and gets to the (incorrect) conclusion
that the volume of the gas should decrease. This in turn leads him to
impose this conclusion on the submicro representation, and consider the
particles as concentrated in a smaller volume.”

In general, in qualitative research the theoretical framework should guide the
research question, the data collection methods, and the data analysis methods.
Although a thorough discussion of theoretical frameworks is beyond the scope
of this chapter, Patton (3) provides detailed descriptions of a number of different
theoretical orientations along with the types of overarching questions that
characterize each perspective and Merriam (5) provides a clear and concise
explanation of how to identify a theoretical framework. Bodner and Orgill (39)
also provide good descriptions of theoretical frameworks in CER.

Qualitative Coding of Interview Data

The pages of transcription data for interviews might appear daunting, and
the actual number of pages per hour of interview varies somewhat with the
interviewee. Though, with a theoretical framework guiding the conceptualization
of coding, some key steps can facilitate this process. Essentially, coding helps
construct and verify patterns and trends within the interview data. Approaches to
coding can allow the codes to emerge directly from the data, as with a grounded
theory approach, or be framed more by an analytic framework in which concepts
for codes may be pre-established (40). For example, consider a researcher
interested in how students approach drawing Lewis structures. Since protocols
exist for drawing Lewis structures, categories for coding students’ solutions
can be preconceived (e.g., the use of a connect-the-dots approach of one atom’s
valence electrons to another atom’s valence electrons, or an electron summation
and redistribution across bonding atoms approach).

Qualitative research experts may have some variations in their described
approaches to coding analysis (5, 36, 40, 41), but one approach that captures
many common elements is:

1. Goto the data. Get a sense of the whole. Read all transcriptions carefully.
Jot down ideas as they come to mind.

2. Pick one transcript and go through it. Do not think about the substance of
its information, but focus on its underlying meaning. Take notes on your
thoughts. Do this for a few transcripts.

3. Between steps one and two, a list of topics may be emerging, with the
possibility of beginning to cluster topics together. At this point, software
or application-assisted analysis can facilitate the next steps (again, see
Chapter 5: Using Qualitative Analysis Software to Facilitate Qualitative
Data Analysis, (Talanquer) in this volume).
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4. Go back to the data. Try out the clusters as a preliminary organizing
scheme. Consider how well the clusters hold together. Tag transcription
statement that relate to initial codes. Pay attention for possible new
categories and/or codes to emerge.

5. Go back to the data and tagged statements. Find the most descriptive
wording for these topics and turn them into categories. Look for ways to
reduce the list of categories by grouping topics that relate to one another.

6. Go back to the data. Assess how well the categories are holding. Make a
final decision on each category and organize these as codes.

7. Go back to the data. Analyze with the developed coding scheme.

In this volume, Talanquer (42) provides a more detailed description of the
coding process with particular considerations in CER and the use of qualitative
analysis software.

Triangulation

Just like organic chemists use multiple methods (NMR, IR, GC-MS) to
determine the identity of a compound, interview data is often most powerful
when it is used in concert with other data to help address aspects of the how and
why within the research project. In educational research, this is often referred to
as triangulation. Triangulation of interview data with other data sources supports
robust data interpretation.

Although good planning for interviews (good questions, timing, setting,
developing a rapport, etc.) attempts to ensure quality data are obtained, there are
other elements (fatigue, a poor mood, or even an ulterior motive in a respondent)
that may compromise the data (36). Checking accuracy with other collected data
as much as possible is critical. For example, in reaching their conclusion that
organic chemistry students can provide correct answers to mechanism problems
despite lacking an understanding of the chemical concepts behind their responses,
Bhattacharyya and Bonder (2) compared responses to think-aloud interviews with
students’ actual solutions to organic problems and course grades.

Additionally, the combined use of different research tools described in
this book and in chapters in its companion volume (43, 44) can provide means
for triangulation of interview data. Consider, for example, students being
interviewed about their experience with a particular instructional approach used
in their chemistry class. The use of classroom observations in conjunction with
interviews can provide opportunities to check for data alignment (Yezierski
provides an excellent review of the use of classroom protocols in this volume
(45)). Alternatively, in using a think-aloud protocol during the solving of selected
problems, a researcher may also choose to use an eye-tracking device as measure
of how participants read the text of the problem or examine any structures
provided (in this volume Havanki and VandenPlas discuss the different ways eye
tracking technology can be used in CER (46)).

Using interviews within a research design must involve an acknowledgement
that interpretation is part of nearly every stage of the process and additional data
sources can improve validity and reliability of the study findings. Alone, interview
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data do not always provide enough evidence for making robust conclusions. These
data, though, within a set of convergent measures can make powerful contributions
to the research story.

Summary

The interview is a tool that provides a valuable means for researchers
investigating “how” and “why” questions and allows access to the “unseen,”
namely participants’ thoughts, beliefs, and feelings. When guided by a clear
theoretical framework and a well designed protocol, interviews can provide rich
data about participants’ experiences, knowledge, and practices. With careful
planning at all stages of development, implementation, and analysis, interview
data can act as valuable data sources CER studies.
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Discourse analysis can be a powerful tool for exploring
issues of teaching and learning in chemistry contexts. This
chapter presents an overview of classroom discourse analysis,
including discussion of potential analytical frameworks and
considerations for collecting and analyzing data. Examples of
how discourse analysis has been used in chemistry education
research studies of high school and undergraduate chemistry
courses are provided to illustrate the types of questions and
analyses that have been used to examine teaching and learning
in the classroom.

Introduction

There exists an extensive body of research that suggests that collaborative
learning environments improve student learning in a variety of contexts (/, 2).
Engaging students in collaborative activity has been highlighted for its ability to
not only support students’ conceptual development, but also to support students’
ability to engage in scientific practices such as argumentation. Various approaches
to creating collaborative learning environments have emerged in response to
calls for a stronger focus on collaborative and active-learning environments
(1, 3). Peer Led Team Learning (PLTL) and Process Oriented Guided Inquiry
Learning (POGIL) (/, 3, 4) are two commonly used approaches for which there is
a growing body of research evidence. PLTL has been shown to improve students’
performance in both general and organic chemistry contexts at the undergraduate

© 2014 American Chemical Societ
In Tools of Chemistry Education Research; Bunce, D., et al.;

ACS Symposium Series; American Chemical Society: Washington, DC, 2014.



level (5—8). Similarly, participation in POGIL learning environments has been
correlated with improved course performance and retention (3, 9—11).

The recent National Research Council (NRC) report on the status and
contributions of Discipline-Based Education Research (/) highlights that while
there is significant evidence that collaborative learning environments may benefit
students in terms of individual learning outcomes, there are many questions
related to collaborative activity that remain under-explored. For instance, what
approaches to facilitating small group interactions are most effective? How do
small group dynamics influence the ways in which students reason about chemistry
concepts? What types of curricular materials and scaffolds are most effective in
supporting learning? There is clearly a need for additional research that examines
how specific factors impact student learning in collaborative environments. In
order to identify and measure the efficacy of instructional approaches, researchers
need robust strategies for characterizing learning environments.

In addition to methods such as interviews and classroom observation
protocols, which are addressed in this volume by Herrington and Daubenmire
(12) and Yezierski (/3), discourse analysis provides another qualitative research
tool that researchers can use to investigate teaching and learning in chemistry.
Analysis of classroom discourse is one route to providing a deeper understanding
of how opportunities for learning arise from classroom interactions (/4). Analyses
of classroom discourse may be used alone or in conjunction with other research
methods to gain a more complete understanding of how particular aspects of
learning environments support or constrain student learning.

In this chapter, we present an overview of approaches to classroom (and
course related) discourse analysis. By discussing examples of discourse analysis
studies from the field of chemistry education research, we highlight the breadth
of questions about teaching and learning that may be addressed by this approach.
We also discuss key methodological issues related to the analysis of classroom
discourse and ways in which the chemistry education research community has
addressed them.

What Do We Mean When We Say Classroom Discourse
Analysis?

Discourse is a widely used term that broadly centers on the language and
representational practices used in communicative acts between individuals or
within groups. Our interpretation of classroom discourse is commensurate with
Gee (/5) who differentiates between language in use (referred to as “discourse”
with a lower case “d”), and “Discourse” (with a capital “D”). The latter also
encompasses factors such as the attitudes, beliefs, values, ways of thinking, and
socially constructed identities of the participants that frame the ways that they use
language and engage with other participants (/5). In part, these factors originate
in participants’ membership in different discursive communities; groups that have
characteristic ways of using language and representing phenomena, including
the expectations for how individuals should interact with one another and justify
their reasoning (/4, 16).
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The term “discourse analysis” has been used to refer to a variety of approaches
to analyzing verbal or written language. While the origins of discourse analysis
are in branches of philosophy, sociology, linguistics, and literary theory, work in
this area has expanded to a wide variety of disciplines, becoming a prominent
area of emphasis for research in anthropology, communication, psychology, and
education. The different traditions focus on very different aspects and functions
of discourse (/7, 18), which makes the multi- and interdisciplinary traditions
both a strength and a source of confusion as different frameworks are developed
and adapted for use in different areas. In education research, sociocultural
perspectives of learning provide particularly useful frameworks for exploring the
role of collaborative discourse in supporting classroom learning because these
frameworks highlight relationships between social and individual processes in
the construction of knowledge (/9-22).

Classroom discourse analysis is a highly interdisciplinary field that is broadly
centered on examining the role of spoken language in teaching and learning
(23-26). Underlying most approaches to analyzing classroom discourse is the
idea that the processes of teaching and learning cannot be fully understood without
taking into consideration the inherently social nature of human interactions (16,
23, 27, 28). Originating in the work of Vygotsky (20), who considered social
resources such as language and symbolic representations to be crucial mediators
of learning processes, sociocultural perspectives on classroom discourse highlight
the way in which social factors contribute to the ways in which individuals interact
(23). From this perspective, learners jointly build ideas and new understandings
as they interact with one another and more experienced members of the discourse
community (i.e. teachers).

Within STEM fields such a chemistry and physics, the disciplinary discourse
of'the field is characterized by particular ways of using language and other semiotic
resources as tools to predict and explain natural phenomena (74, 29, 30). Semiotics
refers to the ways of knowing or meaning making in a discipline. Airey and
Linder describe semiotic resources as “those parts that make up the complex of
representations, tools and activities of a discipline.” ((29), pg 44)

In classroom chemistry contexts, instructors serve as expert representatives
of disciplinary traditions, facilitating student enculturation into the broader
discipline. This includes helping students understand disciplinary expectations
for what counts as an appropriate justification or reasoning in chemistry contexts.
Instructors are also responsible for helping students negotiate expectations for
how they should explain their thinking or participate in classroom conversations
(16, 26).

While some of these expectations (norms) reflect the norms of the discipline,
the specific practices that emerge in each classroom are unique since the members
of the class establish their own expectations for how students should work together
to solve problems and explain their reasoning (27). Student success and learning
in such environments thus becomes a function of not just individual students’
cognitive capabilities or the skill of their instructors, but also of the quality of
the educational dialogue that is established in each class (2§).

Analyses of classroom discourse have the potential to explore many of the
social factors that frame classroom learning. For instance, while factors such
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as social norms are rarely explicit, these factors may be reflected in patterns of
interaction (/5). Similarly, there may be patterns in interaction and reasoning
that reflect the ways that the instructor engages with the class and promotes
students’ reasoning, or the way in which classroom reasoning emerges in
response to particular instructional tasks. Close examination of these trends
can provide valuable insight into effective instructor facilitation strategies,
curricular materials, and the structuring of student groups for better engagement
in collaborative learning environments.

Approaches to Analyzing Classroom Discourse in CER Contexts

Discourse analysis provides a means to systematically examine the teaching
and learning that occurs in active-learning classrooms. Some emerging areas of
interest to the CER community include the ways students develop understanding
of chemistry concepts by engaging with peers and instructors; the ways in which
students reason and justify their thinking during discussion; and the ways in
which students use representations in communicating ideas. Discourse analysis
also provides a means of exploring similarities and differences among populations
of students, implementations of a specific active learning approach, and different
instructional methods.

Discourse analysis is particularly relevant when the research focus is on the
social context of learning, particularly the socially interactive aspects of language
— the “language-in-use” with an emphasis on the function of the discourse (75,
17). Broadly, a researcher analyzing classroom discourse attempts to “identify
what is done and how it is done, that is, to identify the function of the talk not
only considering its content, but also by taking it apart to see how it is structured
and organized” ((/7), pg 28). In reading the literature and communicating
the results of discourse analysis, it is useful to distinguish between discursive
moves and discursive practices. Discursive moves are deliberate acts that have a
particular function and intended consequence (37), while discursive practices are
better understood as the conventions or “rules” for constructing knowledge in a
particular community (32).

Inductive and Deductive Approaches to Analysis

As with the analysis of any qualitative data, approaches to analyzing the data
may be inductive or deductive. Inductive approaches that draw from traditions
such as grounded theory and the constant comparative method may be well suited
for research areas that are largely exploratory (33). In such analyses, identification
of analytical categories is guided by the research questions framing the study (34).

An example of an inductive approach to examining classroom discourse
is seen in the work of Krystyniak and Heikkinen (35). The authors analyzed
verbal interactions between undergraduate chemistry students and instructors
in inquiry versus non-inquiry laboratory activities in order to explore how each
type of activity contributed to students’ reasoning. Using an inductive method
derived from a constant comparative approach, the authors characterized verbal
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interactions based on the perceived quality of reasoning elicited by the activities,
for instance, as they related to higher-order thinking” or “process-skills” versus
talk about non-science concepts. The discourse of both the students and the
instructors was influenced by the nature of the laboratory activity, with more
sophisticated language use observed during inquiry activities.

Given the complexity of the classroom learning environment, many
researchers narrow their research focus using a more deductive approach to
analyzing classroom discourse. While some researchers may use established
methodological approaches to analyze specific aspects of classroom discourse,
others may opt to develop coding categories from theoretical constructs or aspects
of the interaction the researcher finds most salient. In the following sections
we illustrate some of the various deductive approaches to analyzing classroom
discourse in CER contexts by discussing several examples from the CER
literature. We focus our discussion on studies related to students’ engagement
in argumentation in collaborative classrooms and the role of the instructor in
facilitating classroom discourse.

Analysis of Argumentation in Collaborative Classrooms—Toulmin

Argumentation has been highlighted as a scientific practice that is central to
the construction of explanations, models, and theories across STEM disciplines
(36) and one that supports student learning of science content (37, 38). In
order to explore how students engage in argumentation within collaborative
learning environments, several researchers have adapted Toulmin’s model
of argumentation as a methodological framework for examining the ways in
which students engage in argumentation within classroom contexts (39-45).
Toulmin’s model provides a way of examining the structure and function of both
individual arguments and those that are co-constructed as a classroom of learners
interacts (46). As such, this model has been used to assess the quality of student
argumentation (40, 44), examine evidence used to support reasoning in chemistry
contexts (41), and explore how the structure of curricular materials and the nature
of instructor facilitation contribute to student reasoning (43, 45).

According to Toulmin’s model, an argument is comprised of three core
components, namely: claim, data, and warrant (36). The claim of an argument
represents a conclusion that is supported with evidence and reasoning. Data, or
the grounds of the argument, is any evidence presented in support of a claim.
While in STEM contexts data may include experimental evidence, it may also
include known facts or other information (42). The warrant of an argument
explains how the data lead to the claim. These three components (claim, data,
and warrant) comprise the core of an argument, but more complex arguments
may also include other components such as backings, qualifiers, and rebuttals.
More complete characterizations of Toulmin’s model and its use as an analytical
framework can be found in the literature (40, 42, 46).

One example that can be used to illustrate the use of Toulmin’s model in the
context of chemistry education research is an investigation of an undergraduate
general chemistry class using POGIL instructional materials and a PLTL approach
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to engaging students in small-group discussions. Kulatunga, Moog, and Lewis
adapted Toulmin’s model of argumentation as a methodological framework for
exploring relationships between student participation patterns and the quality
of argumentation (44) and for exploring the role of different types of question
prompts in supporting student argumentation (45). The authors examined the
nature and frequency of arguments produced by general chemistry students as
they worked in small groups on POGIL instructional tasks and documented
patterns in individual and co-constructed argumentation. By relating these trends
to small group dynamics and the nature of the POGIL question prompts, findings
from this work inform an understanding of how the structure of POGIL activities
and small group dynamics in a PLTL approach contribute to student engagement
in the scientific practice of argumentation.

Strengths of this deductive approach to analysis drawing on Toulmin’s model
of argumentation include the fact that it provides a structured approach to defining
argumentation in collaborative contexts and operationalizing components of
arguments as a coding framework (39). Examining arguments in this way enabled
Kulatunga et al. to explore the sophistication of student reasoning and the
way in which patterns of reasoning were influenced by particular instructional
tasks. However, there are also limitations to the use of a deductive analytical
framework such as Toulmin’s model of argumentation. For example, while it can
be useful for evaluating the presence and completeness of an argument, it does not
determine the correctness of the argument (37). Examining the extent to which
students provide correct (or incorrect) evidence in support of arguments may in
some contexts be useful as it may provide insights into student misconceptions or
difficulties they experience in understanding chemistry concepts.

Additionally, there may be forms of arguments presented in the class that may
not be captured by Toulmin’s model. For example, students may evaluate two
or more predictions about observable phenomena. While hypothetico-predictive
arguments are highly valued by the scientific community, this type of reasoning
may not be easily captured using Toulmin’s model since the model focuses more
on articulating and comparing predictions about scientific phenomena, rather than
coordinating evidence to a claim (47).

Alternate Frameworks for Analyzing Argumentation

To address limitations such as these, several alternate lenses for examining
classroom argumentation have been used in studies of classroom argumentation
(48). For instance, Lawson (47) developed an analytical approach for examining
hypothetico-predictive arguments while Schwarz and colleagues (49) developed a
framework for analyzing students’ written arguments that focuses on the structure
and complexity of the evidence and reasoning for an argument. Sampson and
Clark (48) review a number of analytical approaches for examining classroom
argumentation and illustrate opportunities and challenges presented for various
approaches by analyzing example arguments using different lenses.

Alternately, an analytical tool related to argumentation that has been used
in the context of general chemistry laboratory activities is the Assessment of
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Scientific Argumentation in the Classroom (ASAC) observation protocol, which
is designed to evaluate the quality of students’ arguments (50). Compared to
Toulmin’s model of argumentation, the ASAC serves to analyze argumentation
in a more holistic fashion that takes into consideration social, epistemic, and
cognitive factors. The ASAC has been used in both a longitudinal study that
examines how students’ ability to participate in scientific argumentation changes
over time and a study comparing argumentation across different instructional
approaches (50).

Analyzing More than Argumentation—Coordinating Instructor Discursive Moves
with Argumentation

While many of the discourse analysis studies in chemistry education research
have focused on some form of student argumentation, there are other aspects of
classroom learning environments that can be analyzed. Even when analyzing
argumentation, classroom discussions often include a significant quantity of
dialogue that is not aimed at constructing an argument. Instances where group
members interact with one another to organize their collective activity or in which
the teacher helps students reframe their thinking may not be directly related
to explanations of chemical behavior. However, these interactions may give
valuable insight about the nature of interactions in the classroom. To analyze
these other aspects of the learning environments, researchers analyze data using
different analytical frameworks.

When the goal of the research is to look for relationships between the
characteristics of discourse in the classroom and the impact it has on particular
outcomes, such as argumentation, it is often useful to analyze the data using
multiple analytical frameworks. In an upper-division physical chemistry
context, Cole, Stanford, Towns, and Moon (5/) adapted the Inquiry Oriented
Discursive Moves (IODM) framework to examine the role of instructor
discursive moves in advancing classroom argumentation in an inquiry-oriented
undergraduate physical chemistry class. Originally developed in the context of an
undergraduate differential equations class (52), the IODM framework represents
a characterization of discursive moves used by instructors (or other actors in the
classroom community) in order to sustain and advance collaborative inquiry.
Among the major types of discursive moves addressed by this framework are
revoicing, questioning/requesting, telling, and managing. The revoicing move
addresses instances in which the instructor restates or reframes contributions to
classroom reasoning made by students. While it most often serves to highlight and
affirm a particular idea, thereby advancing the class’s reasoning, revoicing may
fulfill other roles depending on the context. For instance, revoicing a student’s
contribution may serve to attribute ownership of an idea to a student or to translate
student contributions into a format more consistent with discipline-specific norms.
By coordinating discursive moves such as these with classroom argumentation
patterns, Cole and colleagues were able to document instructor facilitation
practices that were effective in supporting student argumentation in POGIL
physical chemistry courses.
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Similarly, Kulatunga and Lewis (43) coordinated analysis using Toulmin’s
argumentation scheme with a framework for analyzing the role of teacher
discursive moves. The goal was to explore the role of the peer-leader (teacher) in
supporting students’ attempts at argumentation (53). Findings from this research
highlight the relationship between different types of instructor verbal behaviors
and the quality and frequency of student argumentation. This work provides
evidence for how simple scaffolding strategies used by the teachers may help
students build stronger scientific arguments.

More Frameworks for Analyzing the Role of the Instructor

A number of studies described in the chemistry education research literature
have analyzed classroom discourse with a focus on teachers’ discursive practices
in order to explore how instructors engage students in classroom discourse and
support student engagement and conceptual development (41, 43, 54-57). As
an example of one approach to exploring how instructors support students’
understanding of chemistry content, Stieff and colleagues (58) analyzed
classroom talk in two high school chemistry classrooms. The goal was to
investigate how teacher-student classroom discursive practices contributed to
“levels confusion”, that is the observation that students mistakenly attribute
characteristics of macroscopic phenomena to submicroscopic phenomena (or
vice-versa). The authors combined the sociocultural construct of intersubjective
agreement—oparticipants in a classroom coming to a state of agreement or sharing
a reference framework—with Lidar’s (59) framework for examining teacher
epistemological moves. A common feature of these moves is directing students’
attention to what is important in the exchange. By identifying epistemological
moves (59) that confirmed students’ interpretation of descriptive levels or
re-oriented students to focus on other levels, this work contributes to the body of
knowledge that looks at the role of the instructor in supporting students’ sense
making with domain-specific representational systems and concepts.

Criswell (54) coordinated the instructor’s use of discursive moves with the
conceptual trajectory of the classroom discussion in order to understand how
instructional strategies support student conceptual development. Criswell (54)
used a system of identifying discursive moves that was developed by Wells (22).
The discursive moves were characterized as initiation, response, or follow-up.
Each move was then further analyzed to identify its function in a specific
utterance. Transcripts of teacher interviews and video recordings of classroom
interactions were analyzed to describe which approaches were most prevalent and
their influence on observed patterns of interaction in the classroom. The results of
the analysis provided evidence that the behaviors of the teachers did not always
support the teachers’ desired outcomes.

In a different analysis of the video data (55), Criswell and Rushton presented
excerpts of classroom dialogue interpreted through two different theoretical
lenses. The analysis used a framework (60) that includes classifications of
monitoring, selecting, and sequencing ideas as part of sharing ideas within the
class to illustrate the ways in which the teacher and students structured the sharing
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of ideas. This work illustrates ways in which instructors can scaffold the class’s
discussion from intuitive ideas related to stoichiometric relationships to more
sophisticated disciplinary use of stoichiometric relationships.

As illustrated by the examples presented here, studies of classroom discourse
may vary considerably in the aspects of discourse on which they focus. All,
however, are broadly committed to examining specific features of the classroom
learning environment and the way the environment can create opportunities for
student learning. In the next section, we discuss some of the methods used to
explore classroom discourse and comment on some key issues for conducting
discourse analysis.

Methodological Considerations for Discourse Analysis Studies

In this section we present an overview of some of the more common means
of collecting data for discourse analysis studies and highlight key considerations
that are unique to these types of studies.

Data Collection

In much of the work on classroom discourse in STEM education contexts,
discourse is characterized as “language in use” (/4). The key to using discourse
analysis in a study is to capture the interactions among participants while they are
engaged in discourse (14, 15, 17, 18, 61). Data that give access to participants’ use
of language and support interpretations of the way language in used are central to
discourse analysis studies. For this reason, discourse analysis will typically focus
on language use as captured in a video or audio file or in the transcript of a video
or audio file. In some studies the analysis will also extend to written artifacts.

Audio and Video Recordings

Of particular importance to data collection in studies of classroom discourse
are issues related to deciding which elements of the learning environment should
be recorded and what technological tools will be used to collect and archive data.
While some researchers may think of audio or video recording as a “true” and
unbiased account of classroom interactions, the way in which a phenomenon
is filmed can influence what people see and, therefore, influence how they
interpret data (62). Decisions of who, what, and when to record data reflect the
researcher’s perceptions of which aspects of interaction are most relevant. Derry
(63) suggests that in deciding how best to systematically collect and store data for
a particular study, the researcher should consider data collection from multiple
perspectives (including the perspectives of researcher, instructional designer,
director, technologist, etc.) in order to better understand how different approaches
will impact potential findings and implications of the work.

Audio recordings of classroom interactions provide a rich means of capturing
verbal interactions and aspects of prosody—the intonation and rhythm of
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speech—that can be key to inferring meanings. Stress on different words,
intonations (which can differentiate a question from a statement), differences in
volume, and length of sounds can all be important aspects of discourse. Pauses,
vocal inflections or other speech sounds such as “ums”, laughter, etc. may provide
indications of confidence or context for interpreting the function of a statement
in a particular context.

Depending on the focus of the analysis, it may be preferable to use video
recordings as a primary source of data as they enable the researcher to document
gestures as well as verbal dialogue. A high quality video with clear sound is
the easiest to analyze and has been used in many published studies of classroom
discourse analysis. As with prosody of spoken language, gestural cues may help
the researcher interpret the meaning of spoken language (6/) and as such, many
analyses combine analysis of verbal components of speech with analysis of non-
verbal elements such as eye gaze, gestures, etc. (64). As noted before, it must be
acknowledged that the researcher’s interpretation of video data is influenced by
the researchers’ bias and theoretical assumptions (29).

Selecting the appropriate technology for audio or video data collection is
crucial to obtaining clear audio that appropriately represents interactions and
from which individual student voices can be identified. A consideration that is
unique to settings involving interaction of multiple participants is the fact that
classroom settings involve many different actors. If distinguishing between
different members of the classroom community is important to subsequent
analysis, it is critical to obtain clear audio or video from which individual student
voices can be identified. This is sometimes difficult in a classroom setting and
using the microphone on video cameras may not provide sufficiently clear audio.
Positioning remote microphones close to the participants may make it easier to
obtain high-quality audio recordings.

Further complicating data collection is the fact that in active-learning
classrooms, participants are seldom stationary. The instructor may move about
the classroom and students may reorganize themselves for different instructional
tasks. A stationary video camera may make it difficult to adequately record
interactions between members of the class. Researchers may choose to address
this issue by using multiple cameras in order to more easily follow both the
instructor and students (and their written work if this will be central to later
analysis). Depending on the context of the classroom interaction, it may be
necessary to have a researcher actively control and adjust the camera over the
course of the class period. Having an individual operate the camera provides a
greater likelihood that the camera can be focused on the participants as needed.

As with any data collection involving audio or video data, it is important to
check the quality of both frequently. When capturing video and audio of multiple
students, it may be difficult to predict whether audio recordings will produce high
quality data unless they are tested with the class in place for the various types of
interactions. We recommend testing video and audio quality at the beginning and
end of each data collection session. If there are problems with the equipment, it
is better to lose some data for a single class period than to lose all the data for an
extended period of time. Derry (65) provides additional guidance in addressing
challenges for collecting and using video recordings to examine teaching and
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learning in classroom environments. Many aspects of collecting video data to
document classroom activity are also discussed by Yezierski (/3) in this volume,
in her chapter on classroom observations.

Additional Sources of Data

While audio and video data are commonly used as primary sources of data,
other sources may be valuable for making sense of classroom dialogue and
triangulating emerging themes. For example, a record of the written artifacts
produced as the class interacts may help in interpreting references to equations,
diagrams, or figures referenced in verbal exchanges. In situations where teacher
and students use white boards or other media to share completed work during
whole class discussions, it may be possible to capture such written information
using video recordings or electronic files of smartboard data. When students share
written work with one another during small group interactions, researchers may
consider collecting student written work at the end of the class period in order to
help interpret audio or video data.

However, collecting written work after the class may make it challenging
to coordinate written work with verbal discourse. In interview contexts, several
researchers have used digital pens such as the LiveScribe Smart Pen to capture
audio and written data during semi-structured interviews (66). Weibel et al. (67)
also described how the pens may be used to collect more complete field notes in
qualitative studies. The technology may be promising for coordinating written
work with verbal interactions in the context of discourse analysis.

Field notes may also be valuable for keeping a record of non-verbal
exchanges and production of written artifacts as well as documenting classroom
dynamics. Christian and Talanquer (68) characterized modes of reasoning,
content focus, and levels of cognitive processing used by students while solving
organic chemistry problems in study groups. The authors used observational
notes in order to provide a record of written work generated during the study
sessions and to facilitate interpretation of the audio recordings of small group
talk. Through this approach, they were able to develop insights into what students
actually do when reviewing content on their own.

Transcription and Its Role in Data Analysis

When working with audio data in the context of one-on-one interviews, data
analysis often begins with listening to and transcribing verbal discourse from the
recordings, reviewing transcripts, and selecting a focus for subsequent analysis.
Some aspects of transcription are described in Herrington and Daubenmire’s
chapter on using interviews in chemistry education research (/2). Transcribing
audio or video data from classroom discourse, however, presents a unique set
of challenges compared to transcribing audio of one-on-one interviews. For
instance, concurrent overlapping speech may be difficult to interpret and it
may be challenging to appropriately attribute statements when there are many
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actors in the evolving classroom discourse. Furthermore, transcribing classroom
discourse may be considerably more time consuming than transcribing one-on-one
interviews. A single fifty-minute class period can easily generate a 25-30 page
transcript.

Some researchers may opt to analyze audio or video recordings directly, which
can by facilitated by using computer assisted qualitative data analysis packages.
Talanquer discusses how these packages can facilitate analysis in a chapter in this
volume (69). In some cases, avoiding transcription may allow the researchers to
maximize time and resources. This route may be especially useful when research
is intended to evaluate an instructional approach or provide timely feedback to
stakeholders about the impact of a learning environment (70).

For other research designs, transcripts of verbal interactions with time
stamps and clear speaker attributions may aid analysis considerably. As such,
researchers may choose to create transcripts for some or all audio or video
data. For instance, Kulatunga, Moog, and Lewis (44) transcribed 12 weeks of
small group interaction in a peer led team learning (PLTL) general chemistry
class. This provided a complete record of student interactions over the course
of the semester, which was then analyzed for patterns in students’ reasoning. In
contrast, Stieff and colleagues (58) conducted an initial review of video prior to
beginning transcription in order to select only episodes of classroom interaction
that involved classroom discussion of multiple representational levels.

In many cases, annotating aspects of non-verbal interaction in transcriptions
of audio or video data may help support the researchers’ interpretation of verbal
exchanges. One common approach for handling non-verbal interactions involves
the designation of transcription conventions for encoding relevant features of
non-verbal interaction within the text of the transcript. For example, in order
to support their interpretation of participants’ references to different levels of
representation, Stieff and colleagues annotated pauses, pitch, emphasis, and other
cues in transcripts of verbal dialogue using a variety of transcription conventions.

While researchers may designate their own transcription conventions, there
are a number of established convention systems that researchers may want to
consider. For example, the Jeffersonian Notation System, commonly used in
the field of conversation analysis (/8, 71) uses text formatting options such
as underline, italics, and commas to denote cues including speech emphasis,
non-verbal activity, and change in intonation (72). Criswell (54) includes an
appendix identifying the transcription conventions used in the excerpts of data of
classroom discourse in his study of how the conceptual change strategies favored
by teachers during instruction influenced their discursive practices.

Depending on the focus of the study (and time or personnel constraints),
researchers may also opt to use a professional transcription service. However, in
such cases, it will still be necessary to carefully check the transcripts for accuracy,
particularly in regards to technical language. It is important be clear about what
needs to be transcribed — some services will provide a “clean” transcript rather
than one with all the “ums” and false starts. As we noted earlier, it is also possible
to document voice inflections and other aspects of discourse that aren’t encoded
in the words themselves but which provide additional data. These vocalizations
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may provide information that is critical for analyses, such as students’ confidence
in their statements.

It is important to keep in mind that the choices made in the process of
transcription are theory-laden and play a large role in constraining analysis
and interpretation of the data (73). The extent to which researchers choose
to incorporate non-verbal cues certainly depends on how the data is to be
analyzed. For example, some coordinate analysis of transcripts of classroom
discourse with an analysis of other data in order to provide a more complete
account of the classroom context. The complexities of the transcription process
have been addressed by many sources, but Bird (74) provides a perspective
that many readers may find engaging. Her first-hand account of learning “to
love transcription” includes a discussion of transcribing different types of data,
ranging from one-on-one interviews to complex classroom interactions, and
she includes references to additional resources that may help the reader further
explore affordances and constraints of various approaches to transcription.

Unit of Analysis

An important step in discourse analysis is deciding on the appropriate unit of
analysis for the study. The unit of analysis establishes the grain size that will be
analyzed for meaning in the discourse and can consist of single words, phrases,
sentences, paragraphs, or even longer passages depending on the analytical focus
(15, 17). Often, units of analysis are defined according to tone units, speech
patterns such as changes in vocal inflection that may indicate the end of a thought.
Common units of analysis based on tone units include utterances (a stream of
speech that can separated based on an idea or function) and stanzas (a group of
utterances with a common theme or perspective). Alternately, units of analysis
may be defined based on conversational turns.

As an example of how different units of analysis may be used to facilitate
analysis of classroom interaction, consider Criswell and Rushton’s (55) use of
multiple units of analysis in an investigation of patterns of classroom talk in a high
school chemistry class engaged in inquiry-oriented problem solving activities. The
authors parsed transcripts of classroom dialogue into conversational turns, which
the authors defined, following Edwards (75), as a consecutive utterance by a single
speaker without a pause longer than 3 seconds. This unit of analysis was used to
examine the function of individual speakers’ contributions to classroom discourse.
At a larger grain size, data were segmented into task segments that marked shifts
in the focus of the problem solving activity within the class (e.g. between posing
the problem and generating the solution). Coordinating analyses of these units of
analysis enabled the authors to explore relationships between micro-level features
of classroom talk (i.e. the function of individual conversational turns) and the way
in which students’ ideas were explored in the context of specific problem-solving
activities.

It is important to note that what is considered an appropriate unit of analysis
may vary considerably across different disciplinary contexts and research
traditions. Thus it is critical that researchers describe and justify how the relevant
unit of analysis is defined and determined for a particular study.
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Reliability and Validity

As with any qualitative research, researchers must contend with issues of
reliability and validity of the analysis. Gee (/4) highlights three key factors
contributing to the validity of discourse analysis: convergence, agreement, and
coverage.

Convergence arises when analyses of different data sets (or the same data
set with different analytical approaches) lead to similar conclusions. As we have
discussed, many researchers address this aspect of validity by analyzing multiple
sources of data in order to triangulate emerging themes.

Establishing agreement involves verifying interpretations of the data with
other researchers who have expertise within the discipline under study (as well
as those who may not). One common route to establishing the agreement with
respect to applications of an analytical framework is to examine agreement among
multiple independent analysts. Establishing inter-rater agreement also contributes
to clarification of coding criteria and insights into the interpretation of data. This
is generally done in one of two ways. First, if the study is conducted by a team
of researchers, having multiple researchers code the transcripts followed by a
session to resolve any differences allows for greater confidence in the reliability
of the coding process. If there are significant discrepancies among coders, it may
indicate that analytical categories are not sufficiently well defined or do not fit
the data well. In the study by Becker et al. (47), agreement was approached
by negotiating reliable applications of a coding framework as a team, and by
confirming applications of the coding scheme as well as interpretations of the
data with all members of the team. The discussion of coding using components
of Toulmin’s model of argumentation in this case, led to insights about how
to recognize portions of arguments and differentiate between evidence and
reasoning.

As an alternate approach, a single researcher can code all the data with a
second researcher coding a subsample of the data. Generally, the second coder
will code 10-20% of the transcripts to check for reliability. When using this
procedure, it is recommended that both coders analyze a set of data and resolve any
differences in coding before more extensive coding is completed. As an example
of this type of approach, Krystyniak and Heikkinen (35), used an analytical
approach focused on identifying the nature and frequency of interactions between
instructor and students. They reported frequency of agreement between two
raters and a discussion of the development of their coding scheme as support
for the validity of their approach. They also discussed examples of problematic
passages of discourse and the way in which the researchers resolved their coding
discrepancies.

The idea of coverage in establishing the validity of an analytical approach
pertains to the transferability of the analytical approach to new data sets or contexts
(5). An analytical approach that has substantial coverage enables predictions to
be made about what might happen in related situations. For instance, Criswell
and Rushton (55) addressed this aspect of validity by using the same analytical
approach in five different classroom contexts.
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Limitations

As with any qualitative study, a limitation of most studies involving discourse
analysis is that they focus on a small number of students in a single class. This
means that researchers must guard against over generalizing about the impact
of particular discursive moves or the transferability of development of student
understanding of chemistry in the specified learning environment. To address
issues of representativeness, studies are more robust if they look at data from
multiple classroom contexts, which may involve different instructors, institutions,
or instructional approaches.

Another limitation of classroom discourse analysis is that a single analytical
lens may not provide an adequate characterization of complex and dynamic
classroom learning environments. As we have discussed, there are many social
factors that frame classroom learning. Coordinating multiple frameworks can
provide more complete understanding of how the different social factors interact.
This coordination was illustrated in the previously described studies by Stieff (58)
and Criswell (54, 55). Further analysis, where the coded data becomes the new
data source to be interpreted and analyzed, is often required to answer the question
being investigated. For example, when using Toulmin analysis, the argumentation
logs become the data set for further interpretation. Kulatunga and colleagues
(44) characterized the complexity of the coded arguments and correlated the
occurrences to individually and co-constructed arguments. In Becker et al.’s
study (47) of the development of socio-chemical norms in a physical chemistry
class, the first phase was identifying arguments. The subsequent stage of analysis
focused on identifying patterns of argumentation. Examining these patterns in
the context of the broader classroom interactions allowed the authors to make
inferences about the social norms that framed classroom learning.

Conclusions

Documenting particular discursive moves and connecting these to targeted
learning outcomes provides a mechanism to characterize classroom (and course
related) learning environments. The chemistry education research studies used
as examples describe a variety of ways to characterize discursive practices and
draw conclusions about the nature of teaching and learning chemistry in the
context under study. These conclusions provide substantial insights for improving
classroom practice.

Various frameworks for analyzing classroom discourse make it possible to
explore how specific aspects of the learning environment support student learning,
including interactions between teacher and students and the structure of curricular
activities. We have also discussed ways in which certain aspects of classroom
discourse analysis may present unique challenges for researchers. For instance
collecting data in a dynamic classroom environment may require considerable
planning, and transcribing classroom discourse for subsequent analysis may
require significant time and resources. Nonetheless, the examples presented here
highlight that there is much to be learned about the teaching and learning of
chemistry through discourse analysis.
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Discourse analysis is particularly well suited to address some of the
recommendations of the National Research Council committee regarding areas
of research that should be addressed by the discipline-based education research
community (/). The areas best suited to discourse analysis are:

*  Researchis needed to explore similarities and differences among different
groups of students.

*  Research is needed in a wider variety of undergraduate course settings.

*  DBER should measure a wider range of outcomes and should explore
relationships among different types of outcomes.

o The emphasis of research on instructional strategies should shift to
examine more nuanced aspects of instruction. ((1), pg 9.12).

Discourse analysis provides a lens to explore the similarities and differences
among different student populations and how they experience different learning
environments. As shown in the examples presented here, a closer examination of
how meaning is built through interactions in high school, introductory, and upper-
level chemistry courses allows chemistry education researchers to better inform the
design and implementation of more effective learning environments. Discourse
analysis can also be paired with other measures of student outcomes to provide
a more robust understanding of student knowledge, skills, and attitudes and how
these factors are impacted by the learning environments experienced by students.

Resources

Researchers interested in learning about discourse analysis in more depth are
directed to the following resources:

Cazden, C. Classroom Discourse: The Language of Teaching and Learning,
2nd ed.; Heinemann: Portsmouth, NH, 2001.

Gee, J. P. An Introduction to Discourse Analysis: Theory and Method, 214 ed.;
Routledge: London, 2005.

Gee, J. P. How To Do Discourse Analysis: A Toolkit; Routledge: Florence,
KY, 2010.

Lemke, J. L. Analyzing Verbal Data: Principles, Methods, And Problems.
In Second International Handbook of Science Education; Fraser, B., Tobin, K.,
McRobbie, C., Eds.; Kluwer Academic: London, 2012.

Rymes, B. Classroom Discourse analysis: A Tool for Critical Reflection;
Hampton Press: Cresskill, NJ, 2009.

Wood, L. A.; Kroger, R. O. Doing Discourse Analysis: Methods for Studying
Action in Talk and Text; Sage Publications, Inc.: Thousand Oaks, CA, 2000.
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Chapter 5

Using Qualitative Analysis Software
To Facilitate Qualitative Data Analysis

Vicente Talanquer”

Department of Chemistry and Biochemistry, University of Arizona,
Tucson, Arizona 85721, United States
*E-mail: vicente@u.arizona.edu

Technological advances in the last twenty years have led to the
development of powerful software for qualitative data analysis.
Computer assisted qualitative data analysis (CAQDAS)
packages facilitate managing multiple tasks in qualitative
research, from organizing data sources based on relevant
characteristics, segmenting and categorizing data according to
themes, searching for and retrieving information, to building
visual representations that more easily elicit significant patterns
in the data. This chapter presents an introduction to the use of
CAQDAS packages as tools that can greatly support qualitative
research activities in chemistry education.

Introduction

The answers to many relevant research questions in chemistry education,
such as how students approach the drawing of Lewis structures (/) or how
the nature of laboratory activities influence students’ conversations (2), can be
obtained through investigations that generate in-depth information about the
knowledge, beliefs, reasoning, attitudes, or behaviors of study participants (3, 4).
This information may be gathered using different qualitative research techniques
such as classroom observations, field notes, individual interviews, focus groups,
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open response questionnaires, written reports, and journals; some of these and
other qualitative research strategies are discussed in depth in the chapters by
Cole, Becker, and Stanford (5), Yezierski (6), and Herrington and Daubenmire
(7) in this volume. The data collected using these strategies, such as text, images,
and diagrams, is not numerical in nature (qualitative data) and tends to be very
lengthy, requiring intensive and repeated examination in the search for answers
to research questions (8, 9). This analysis can be done manually or with the help
of computer software commonly known as computer assisted qualitative data
analysis (CAQDAS) packages that simplify the tasks of organizing, exploring,
integrating, and reflecting on the information (/0—/2). The central goal of this
chapter is to provide an overview of useful strategies to take advantage of these
types of technological resources to support and facilitate qualitative research in
chemistry education. The chapter is directed to researchers who have not yet used
qualitative data analysis software to support their work.

CAQDAS

Advances in analytical software in the last twenty years have led to the
development of powerful tools for qualitative data management. These types of
resources facilitate the implementation of core tasks in most common qualitative
research designs, from case studies to discourse analysis to grounded theory
(3-9). Commercially available CAQDAS packages such as ATLAS.ti (/3),
Dedoose (14), MAXQDA (75), and NVivo (/6) allow users to import different
types of data (e.g., text, images, audio, and video) and categorize them according
to user-defined attributes or descriptors (e.g., gender, educational level, or course
grade of study participants). These data can then be segmented and organized into
categories using codes created by the user either before or during the analysis.
Most CAQDAS packages also include tools for selective retrieval of text or
coded data, powerful systems for writing and reviewing comments and memos
linked to documents, audio or video files, text segments, or specific codes, as
well as diverse avenues for data representation that facilitate the identification of
conceptual themes or patterns (0, 11).

The use of qualitative software for data analysis has several advantages.
First, it frees researchers from tedious managing tasks, allowing them to focus on
the data and their reactions to it. It provides dynamic and simultaneous access to
different components of the data analysis, from excerpts to codes to annotations
to demographic data. Additionally, it more quickly directs researchers’ attention
to themes and relationships emerging from the analysis. In many ways, the
software allows users to get closer to the data and further explore its intricacies.
Nevertheless, CAQDAS packages do not carry out core qualitative analysis
tasks for the researcher. Common qualitative software does not, for example,
transcribe audio or video files, define relevant attributes for data sources, identify
meaningful segments in a text, or build and apply codes in an independent and
automatic fashion. Nor do these types of resources independently detect patterns
in the data or identify overarching themes. Researchers have full control, and
responsibility, over the analytical and interpretative processes. Thus, the quality
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of the results generated by using qualitative software is only as good as that of
the research design and methods of data analysis. As is the case with packages
for quantitative analysis (e.g., SPSS), the quality of the output strongly depends
on the choices made by the researcher about what data to collect, how to collect
the data, and what strategies to apply to analyze the data.

Differences among common CAQDAS packages are subtle and likely to
become less explicit as the underlying technology advances in upcoming years.
Commercially available products tend to offer the same core tools and functions,
and decisions about what package to use may thus be difficult, particularly for
novice users. Researchers should look for the resource that best fits their research
goals and methodological approaches. Detailed comparative analysis involving
the most widely used CAQDAS packages can be found in the literature (10, 11).
In this chapter, I will illustrate the application of core strategies in computer
assisted qualitative analysis using the on-line software Dedoose when presenting
specific examples. This choice is somewhat arbitrary and does not imply a
personal endorsement or recommendation of any particular type of software.
Dedoose is a web-based application that is easily accessible via the Internet and
includes the major analytical tools present in modern CAQDAS packages. It
has a simple user interface and has been designed to facilitate collaboration by
geographically dispersed researchers who may work with Mac or PC systems
(14). Comparisons between common CAQDAS packages (ATLAS.ti, Dedoose,
MAXQDA, NVivo) will be presented in those areas in which differences are
judged to be more substantive.

Analyzing Qualitative Data

The analysis of qualitative data involves a variety of tasks: copying,
transcribing, and organizing data; segmenting and coding transcripts, images,
audio, and video; stepping back from the data, seeking to identify overarching
themes and patterns; building and applying coding schemes at different levels (e.g.,
descriptive, interpretative); identifying quantitative patterns in coded segments
across different participants (3—6). CAQDAS packages allow researchers to
perform most of these tasks in more systematic and efficient manners. The
following sections summarize fundamental strategies in the analysis of qualitative
data using these types of computer applications.

Handling and Organizing Data

Qualitative research studies generate vast amounts of textual and non-textual
data of different types, from background information about the study participants
to primary data collected in the field to supporting or secondary data that may
be relevant for the analysis. CAQDAS packages allow researchers to import all
of these different resources, integrate them into a single project, and build links
or cross-references between them. Common applications will directly import
documents in plain text (.txt), rich text format (.rtf), and Microsoft Word (.doc or
.docx) formats, and include tools to edit such texts within the software. In most
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cases, such documents may contain tables, embedded images, and rich objects,
but format specifications may vary among different CAQDAS packages (10,
11). Most of these applications also allow audio and video files to be directly
incorporated into the software project. However, existing software packages do
not have the capability to transcribe these files into written documents.

One of the key elements of CAQDAS packages is that data sources can be
organized according to known characteristics. This enables researchers to easily
search for, identify, and narrow their focus on subsets of data, which facilitates
comparisons. More importantly, this organization lays the foundation on which
the dataset can be analyzed in search of themes, patterns, and relationships across
data sources. Existing CAQDAS packages organize known data characteristics
differently, and use various terms to refer to them, such as families (ATLAS.ti),
attributes (MAXQDA, NVivo), or descriptors (Dedoose). All of these applications
allow researchers to assign these characteristics within the software or upload
spreadsheets that contain such information. A critical step in the data analysis
process is to carefully reflect on the attributes or descriptors that are relevant in a
study. These decisions should be based on the questions researchers want to ask,
the ideas they want to test, and the parts of the data set that they want to isolate for
comparative purposes. These ideas will be illustrated with a concrete example.

Recently, we completed a study focused on the characterization of the
ideas (assumptions) and reasoning strategies (heuristics) used by college general
chemistry students when asked to judge the relative thermodynamic likelihood
of different chemical processes (/7). This research project was based on data
collected using individual interviews in which participants were asked to think
out loud when solving five different problems. Verbatim transcripts of the
recorded interviews were our primary data and, for purposes of analysis, we
decided to build different text files containing the answer of a single student
to a single question. This decision stemmed from our interest in eventually
comparing not only the assumptions and heuristics used by different students,
but also the assumptions and heuristics applied across different questions. As
shown in Figure 1, when the different text files were uploaded into the Dedoose
CAQDAS package, each of the files was assigned a descriptor that indicated the
student to which the file belonged (e.g., S1, S2, ...) and the question to which it
corresponded (e.g., Q1, Q2, ...). Additionally, we built descriptors to indicate
the gender of each participant and their final grade in the general chemistry class
in which they were enrolled at the time of the interview. These descriptors were
introduced because we were also interested in exploring the association between
the types of assumptions and heuristics that students applied and these individual
attributes.

In most software applications, attributes can be applied to individual
documents or to sets of documents. Although it is easier and more efficient
to organize data sources using attributes or descriptors early in the analytical
process, CAQDAS packages allow researchers to assign known characteristics
at any stage during the analysis.
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@ Selected | Linked Media Memos | Student a | Question | Gender Final Grade
5’ O ( 1 I(C_o__Js1 Q1 lMale c
‘é{ o | 1 IC_o__)[s1 Q2 Wale G
D O ( 1 I[C_0_]|s1 Q3 Iale o
) O ( 1 l[C_o J|s1 Q4 Male c
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O [ 1 I o ]sn Q2 Female B

Figure 1. Dedoose screen capture showing the set of descriptors (student,
question, gender, final grade) linked to different data sources (media) in
our research project about students’ assumptions and heuristics. Copyright
2013 Dedoose Version 4.5, web application for managing, analyzing, and
presenting qualitative and mixed method research data (2013). Los Angeles, CA:
SocioCultural Research Consultants, LLC (www.dedoose.com).

Coding of Data

Several qualitative research approaches or designs rely on coding to
conceptually organize data (3—9). During this process, relevant segments of the
available data are identified and classified as instances or exemplars of major
ideas or themes. Codes define conceptual categories that are expected to run
both within and across different data sources, and may help provide meaningful
responses to research questions. These codes could be predefined, arising from
the theoretical framework or research questions, or they can emerge from the data
during the analysis. Most coding involves the combination of these deductive
and inductive approaches. In general, coding is an iterative process in which the
researcher moves back and forth between careful reading of the data and critical
reflection of its meaning. As a researcher dives in and steps back from the data,
codes can be generated at different levels. Initially, codes may be very specific,
describing significant ideas, events, or actions detected in the data. As the analysis
progresses, descriptive codes may be organized or collapsed into higher order
categories that are more interpretative in nature (8, 9).

CAQDAS packages facilitate the coding process at many levels. These
applications allow the researcher to easily build a coding system either from the
outset or in an ongoing manner during data analysis. Labels and descriptions
of individual codes can be modified, and codes can be expanded, deleted, or
rearranged when needed. Segments of text, audio, or video in any given file can
be identified and highlighted to create excerpts, or audio and video fragments,
that can be linked to one or multiple codes by simple dragging and dropping
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movements. Consider the example presented in Figure 2, where a segment
(called an excerpt within the Dedoose software) in an interview transcript in
our Assumptions and Heuristics project has been highlighted, and linked to
two relevant codes in our study (labeled “One-Reason Decision Making” and
“Easiness”). This figure also shows the hierarchy of codes built and applied
to categorize different assumptions and heuristics that emerged from our data
analysis.

Chemistry educators engaged in qualitative research often use CAQDAS
packages to facilitate the coding of interview transcripts or written responses to
open questions. The use of this type of software can help chemistry education
researchers more easily identify trends in students’ alternative conceptions (/§),
explore teachers’ instructional goals and strategies (/9, 20), collect exploratory
data to guide the development of quantitative research instruments (2/), identify
educational approaches that support learning (22), or elicit students’ beliefs and
perspective about diverse educational issues (23).

Question Student Answer @ One-Reason Dec
S, Solubili R9 Na, Pb.
Bl %, B0, 0% @ Easiness

S: Oh, ok. I think NaCl would be the least favored because it is very solub.
water it dissolves. So, if vou have aqueous sodium and aqueous chlorine, they ar
opposed to staving aqueous.

S: Yes, so they will be least favored. e & Assumptions
e @ ntuitive

S: Ok. The other two, I remember silver chloride is also...that one is insolu/ .
probably say that it is a bit more likely to form because with this one you have t¢ @ 2gency
together and precipitate and its not as likely to have the molecules line up in sucl @ ~mount
probably not as favored to form, so I would say that silver chloride is the most fi
chloride @ casiness

@ @ sourious
S: Yes. @ & Heuristics

: . @ !iore A-More B

S: Yes, because you will have to have them line up in such a way that they

@ One-Reason Deci

Figure 2. Dedoose screen capture showing a highlighted excerpt in an interview
transcript and the two codes associated to this excerpt. The overall coding
scheme used in this analysis is shown in the lower right panel. Copyright
2013 Dedoose Version 4.5, web application for managing, analyzing, and

presenting qualitative and mixed method research data (2013). Los Angeles, CA:

SocioCultural Research Consultants, LLC (www.dedoose.com,).

The default structure of the coding scheme in common CAQDAS packages
tends to be hierarchical (except in ATLAS.ti). This facilitates the creation of
embedded sets of subcodes that can be used to categorize segments or excerpts
at different levels. For example, in the case illustrated in Figure 2, the major
code “Assumptions” was subdivided into the subcodes “Intuitive” and Spurious,”
which in turn included various subcategories. These software programs provide
the user with the freedom to use as much or as little hierarchy as needed in the
organization of the coding scheme. Some software packages, such as MAXQDA
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and Dedoose, use different colors to more clearly indicate the status of a code
within a hierarchy. Most applications allow the easy reshuffling of codes in and
out of different categories. Codes can be easily renamed, grouped, merged, or
reallocated within different classes. The fluid and flexible manipulation of the
coding scheme within these CAQDAS packages greatly facilitates qualitative
data analysis since any change automatically propagates throughout all coded
segments in every document within the software project. In general, changes that
involve code reorganization, merging, and streamlining are easier to implement
than changes that require separating data originally linked to a single code into
two or more new categories. This task demands recoding of excerpts by the
researcher who needs to make decisions about how the data should be reassigned.

Retrieval of Coded Data

When performing qualitative data analysis, it is important to step back,
review the progress made, reflect on results, group similar data, identify gaps
or inconsistencies, and re-strategize if needed. The ability to easily search for
and retrieve coded data is thus critical and constitutes another great advantage of
using CAQDAS packages. In general, these applications facilitate the completion
of the following tasks:

*  View all codes linked to different segments in a given document;

* Retrieve all coded data associated with an individual code or a set of codes
(see Figure 3);

*  Recode retrieved segments;

*  Dynamically view different code frequencies as the analysis proceeds;

*  Export and retrieve information in the form of reports that can be printed
or saved in common formats (e.g., MS Excel or Word).

Although commercially available software packages offer these different
functionalities, they differ greatly in the steps that users must follow to implement
them. Some packages, such as ATLAS.ti and MAXQDA, include interactive
margin views that visually display all codes linked to different segments in a
single text. In other cases, such as Dedoose, these codes are displayed in a
separate panel when selecting a segment (see Figure 3). In most cases, access
to all coded segments linked to a given code across data sources is provided
through a code index or a code panel. Different strategies may need to be applied
to filter data in order to view all segments that are simultaneously linked to two
or more codes. Despite these differences, common CAQDAS packages allow
researchers to analyze their data in multiple manners and generate diverse reports
that more easily uncover meaningful trends. For example, the analysis of excerpts
linked to both the code “Easiness” and the code “One-Reason Decision Making”
in our Assumptions and Heuristics project (Figure 3) revealed the existence
of a potential relationship between these two types of reasoning. Reports may
also serve to identify potential problems in the analysis. Reviewing all of the
segments coded under a certain category can help researchers decide whether a
code actually captures a targeted theme or whether all segments belong to the
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same group. The software will not automatically resolve any potential issues, but
will allow researchers to systematically create opportunities to pause, reflect, and
make decisions to improve data analysis.

ChartiSelection/Reviewer,

Selection: One-Reason Decision Making

Active Matching Excerpts: 17 ' All Matching Excerpts: 32

| Resource S11_Qddoc Addedw 07/31/2013 Usemame  vicente # Codes

would be most difficut to reverse t.

‘ s just thinking that if t was something that was easiest to go one way,

$11_Q4.doc 616-734)
Resource ST_Q2.doc | was just thinking that if it was something that | g Easiness )
was easiest to go one way, it would be most

“i Ok, um....1 think methane would be the most f{ difficult to reverse it. ). OnaReason Decision M...

f that is how | am doing i, then | woulf
== then octane

Resource $10_Qddoc i

“ But, in this it is just making more... it is more ¢
‘ I Products

=ls So,if | were to 4o off of the same . _ Ehowing 202 Codes
Resource $10_02.doc Addedwr 07/31/2013  Usemame  vicente # Codes 2
Yeah, ... mumbles...that is the only thing that is different. Um... octane, propane, and methane... pauses.... | would say that
octane in the least favored.
I Because?..
Resource §9_Q5.doc Addedwr 07/312013  Usemame  vicente # Codes 2 =
Export Excerpts [ Make Active Set I [ Add To Active Set I [ Remove From Active Set l

Figure 3. Screen capture of the code window in Dedoose. Selection of a code,
such as “Easiness,” shows all excerpts coded in that category. By making these
set active, subsets of excerpts linked to a second code, such as “One-Reason
Decision Making,” can be identified. Copyright 2013 Dedoose Version 4.5,
web application for managing, analyzing, and presenting qualitative and
mixed method research data (2013). Los Angeles, CA: SocioCultural Research
Consultants, LLC (www.dedoose.com).

Annotating Data

Qualitative data analysis demands researchers to constantly discuss their
ideas and reflect on their actions and interpretations. Researchers must ensure
that they record their thoughts, insights, questions, and concerns as they delve
into the data. When done manually, this writing process may become messy
and inconsistent as researchers deal with different data sources and analytical
components, and use a variety of annotating strategies and procedures. CAQDAS
packages facilitate these tasks by providing tools that researchers can use to build
notes, comments, memos, or entire research journals that can be linked to one or
more pieces of the software project, from single documents, to segments within a
document, to individual codes in the coding scheme. These writing elements can
be built purposely as research journals or spontancously as researchers interact
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with the data; they can be managed in systematic ways, searched and retrieved
when needed, and exported to be printed or saved as external documents.

Using a laptop or tablet computer, qualitative software can be used to directly
write observational logs or field notes to be integrated as data sources into the
research project. CAQDAS packages can also be useful in keeping research diaries
or journals that record day-to-day project activities. Commercially available
applications have been designed to facilitate the spontaneous construction of
analytic memos to aid during the coding and interpretative processes. These
memos can be used for multiple purposes, such as making comments on specific
aspects of the data, posing questions for further reflection, recording tentative
interpretations, or sharing thoughts with other researchers who may have access
to the data. The ability to link these memos to other objects (documents,
data segments, codes) allows researchers to integrate their thoughts with other
components of the project.

Visualizing Data

CAQDAS packages can also be used to create visual representations such
as maps, diagrams, and graphs that aid analysis by more readily revealing trends
and relationships, and helping researchers in the development of interpretations.
These visual representations are usually linked to the underlying data used in their
construction, allowing researchers to easily move back and forth between the data
and the graphic model.

Software applications such as ATLAS.ti, MAXQDA, and NVivo include
a variety of mapping tools to build networks (ATLAS.ti), maps (MAXQDA),
or models (NVivo). These tools include: icons to represent codes, memos,
documents, or theoretical concepts; connectors to link these objects; and linking
labels to define the nature of the connections. These resources can be used to
build visual constructs that resemble interactive concept maps that elicit relevant
themes and relationships emerging from the data analysis. A good example
of the use of these visual and conceptual aids in chemistry education research
can be found in the study by Del Carlo and Bodner on students’ perceptions of
academic dishonesty (24). As shown in this work, these types of representations
are very useful in creating visual structures of complex systems and phenomena.
Nevertheless, it is important to keep in mind that these maps are built with input
from the researcher and should thus be interpreted with caution.

The on-line software Dedoose does not include mapping functionalities
but is designed to support the graphic visualization of data. For example, the
application can be used to visualize code frequencies as a function of selected
descriptors, or the degree of co-occurrence of two or more codes in defined
sets of data (other CAQDAS packages also include this latter functionality).
The resulting graphs are interactive and the associated qualitative data can be
explored by clicking on different portions of a graph. All these results can be
exported to external documents or printed if needed. Figure 4 illustrates some of
the graphical representations that provided insights into trends and relationships
in our Assumptions and Heuristics project. These graphs revealed, for example,
the overreliance of our study participants on the assumption of “Easiness” in
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making predictions about the thermodynamic likelihood of chemical reactions
(17). Similarly, they helped us identify the correlation between the application of
this assumption and the use of a “One-Reason Decision Making” heuristic. The
software also allowed us to explore how these patterns of reasoning were affected
by the nature of the question posed, the gender of the participants, and their final
grade in the general chemistry course.

Descriptor Code Presence

Descriptor Code Agreement
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Amoun
Easines
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Intuitive
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Heuristics
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y One-Reason Decision Making 2
< =
4
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p—— Representativeness.
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Figure 4. Examples of the types of graphic representations generated by Dedoose
based on code frequencies. The pie chart on the left shows the relative frequency
of all codes; the graph to the right displays the degree of co-occurrence of
different codes. Copyright 2013 Dedoose Version 4.5, web application for
managing, analyzing, and presenting qualitative and mixed method research
data (2013). Los Angeles, CA: SocioCultural Research Consultants, LLC
(www.dedoose.com).

Other Functionalities

Common CAQDAS packages include other tools and functionalities not
described in previous sections that can greatly facilitate data management and
analysis. For example, these applications have basic editing tools that allow
researchers to color, underline, embolden, or italicize words or phrases to make
them more salient. Most of these computer programs also incorporate search
engines that can be used to track specific words or run word frequency checks.
Additionally, many systems allow the creation of hyperlinks between different
points in the dataset, which can be used to link specific parts of different documents
to track a line of reasoning, compare and contrast approaches to solve a given
problem, or associate consistent ideas. All of these tools are particularly useful
when performing text or discourse analysis (8, 9). Nevertheless, researchers
should be cautious when using search tools to avoid building coding systems that
are based on the mere frequency of specific words.
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More recent innovations in CAQDAS packages include tools to capture data
from web pages, social media, and tweets that can be directly incorporated into
the software projects. The number of different text, audio, and video formats that
can be directly imported into the applications is steadily increasing. Systems like
Dedoose, which is an on-line application, allow multiple researchers in different
locations to simultaneously work and collaborate on the same project. Traditional
stand-alone software packages, such as NVivo, are quickly incorporating similar
capabilities, allowing multiple users to access the same files when working with
the same computer or with a set of interlinked devices. Access to the same
data pool by several researchers facilitates the comparison of coding done by
multiple users, and the calculation of inter-rater reliability coefficients (25) within
the CAQDAS package. For example, ATLAS.ti includes functionalities for
calculating Cohen’s kappa and Krippendorff’s alpha, while Dedoose facilitates
the calculation of percentage of agreement between multiple researchers. Easy
access to a software project by multiple people creates unique opportunities to
not only carry out collaborative research, but to interactively train researchers in
the use of qualitative methods of data analysis.

Final Considerations

The use of software to support qualitative data analysis is often associated
with certain “myths” that it is important to dispel (26). On the one hand, some
people envision CAQDAS packages as all-powerful tools capable of completing
data analysis without much input from the researcher. On the other hand, others
judge that the use of these applications will constrain researchers’ ability to control
the direction and approach to the analysis of the data. As shown in this chapter,
none of these scenarios is real. CAQDAS packages are very useful tools for data
analysis that allow researchers to keep full control of the analytical process, greatly
facilitate multiple managing tasks, but do not independently and automatically
decide how to segment, code, or interpret the data. The quality of analysis will
not be determined by the sophistication of the software used, but rather by the
thoughtfulness and rigor of the analytical procedures employed by the researcher.

Given the multiple tasks that CAQDAS packages can carry out, learning how
to use and take advantage of all of their different tools may seem daunting to the
beginner. Nevertheless, commercially available applications tend to have intuitive
interfaces and multiple resources to support their users (e.g., help manuals and
videos). The structure of these software applications allows for open exploration.
Thus, I would suggest approaching the initial use of the package in a flexible
and fluid manner. One should recognize that not every available functionality
needs to be used in each project, and that the ability to easily import, manage,
and interact with multiple documents may lead some researchers to over-saturate
and overanalyze their data pool. In general, mistakes can be easily corrected by
undoing tasks or re-uploading documents and major issues may be controlled and
reduced by constantly stepping back from the data to critically reflect on existing
results and analytical strategies.

The constant incorporation of technological advances into CAQDAS
packages certainly increases their analytical power, but also carries new
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challenges. For example, accessing and retaining rich multimedia data may raise
ethical issues in terms of ownership, privacy, anonymity, and confidentiality.
Participation of multiple individuals who can easily access and exchange research
data will demand careful research design and monitoring. Researchers should
thus carefully reflect on the specific practical, legal, and ethical issues that may
emerge from the use of qualitative software. As discussed in Bauer’s chapter in
this volume (27), we, as researchers, are ultimately responsible for ensuring the
proper collection, management, and disposal of any data incorporated into our
research projects.
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Chapter 6

Introduction to the Use of Analysis of Variance
in Chemistry Education Research

Thomas C. Pentecost”

Department of Chemistry, Grand Valley State University,
Allendale, Michigan 49401, United States
*E-mail: pentecot@gvsu.edu

Statistical analysis of data and the presence of a statistical
difference is the evidence used to justify a claim about the
efficacy of some new teaching pedagogy or other instructional
intervention. Chemistry education researchers have many,
relatively easy to use, software packages that can carry out
these analyses. What these software packages cannot do is to
determine the type of analysis that is appropriate. The decision
about the type of analysis to be done is intimately tied to the
design of the study. The final comparison is often comparing
the scores of two or more groups on some measure. Exactly
how this comparison is done, and the choice of the specific
statistical test used, is the focus of this chapter. The chapter
begins with a brief review of the t-test and then moves through
more complex Analysis of Variance techniques (ANOVA). It
is not the goal of this chapter to provide a step-by-step method
for doing these analyses; instead the goal is for the reader to
come away with an understanding of the fundamental concept
behind the ANOVA techniques and the types of designs that
lend themselves to the various techniques.
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Introduction

The analysis of quantitative data is very common in chemistry education
research (CER). Statistical analysis of data and the presence of a statistical
difference is the evidence used to justify a claim about the efficacy of some new
teaching pedagogy or other instructional intervention. The ability to support a
claim is intimately tied to the quality of the study done. Two key components to
the quality of a study are the research design and the analysis techniques used.
Together these two components make up the methodology of the study. In a
previous book in this series, Sanger (/) reviewed the role of inferential statistics
in CER. This chapter will build on that work by describing one specific type of
analysis method, Analysis of Variance (ANOVA), in more detail. A thorough
discussion of all of the various ANOVA techniques is the subject of a semester
long graduate course in statistics. Obviously, this chapter cannot take the place of
this type of course; instead the goals of this chapter are to provide an introduction
to the terminology of ANOVA, illustrate the relationship between the ANOVA
technique used and the research design, and provide the interested reader with a
list of more detailed references. More simply put, the goal is that when the readers
of this chapter meet and discusses their research with a statistical consultant,
always advisable, the readers will be able to understand the language used by the
statistician. For a more rigorous mathematical treatment of the calculations see
the classic text by Howell (2).

Before beginning the discussion of the various ANOVA techniques, it is
important to emphasize the relationship between the experimental design and
the statistical analysis technique used. This relationship can be illustrated with a
chemistry analogy—an enzyme catalyzed process. Just as an enzyme and substrate
must come together for a process to occur, in a CER experiment the research
design and the analysis method must work together so that a claim can be made.
To extend the analogy further, the specific enzyme will only work with certain
substrates; just as certain research designs will dictate the statistical analysis used.

We will begin this chapter with a description of the simplest design and
method of comparison, one that is familiar to chemists, the t-test. This will allow
a review of some terminology and provide a basis for the introduction of more
complex designs and ANOVA techniques. It should be pointed out that to use
the statistical techniques described below, the data are assumed to be normally
distributed. If this is not the case, other approaches may be needed (see the chapter
by S. Lewis in this volume). More details describing the requirements of the data
that are necessary to use these statistical techniques will be described below.

How Do We Decide If There Is a Difference?

In analytical chemistry, students are introduced to the “Students’-t test” (3).
This is often used as a way to compare the means of two sets of measurements.
This is actually the simplest experimental design and a good place to start a
discussion of statistical methodologies. Consider the following situation: a
chemist is comparing the amount of a product produced by two different synthesis
methods, A and B. Multiple runs of each method are done and an average percent
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yield, with its associated standard deviation, is determined for each method. In
this scenario the average percent yield is the dependent variable (4) and the
synthesis method is the independent variable. Note that in educational research
the independent variable is often called the treatment variable since this is
the variable we manipulate to cause a change in the dependent variable. In this
example the independent variable is limited to two options, method A or method
B. In a design where there is only one dependent variable and one independent
variable with two possible values or conditions, the t-test is the appropriate
statistic to use. The t-test statistic, t, can be represented as:

t= difference in means (1

error of measuring the difference

Equation 1 illustrates the fundamental form of many statistical test statistics.
The observed difference between measurements is compared to the error
associated with the measurements. The term in the denominator of equation 1 is
associated with the variance of the data. Chemists are familiar with the standard
deviation, which is the square root of variance. The standard deviation is used in
the denominator for the t-test. In the tests used in ANOVA, the actual variance
is used.

If the observed difference in means is large or the error is small, the value of
the statistic will be large indicating that the difference is likely not due to chance.
If on the other hand, the observed difference in means is small or the error is large,
it is likely the observed difference is simply due to chance and not a result of a real
difference in the two conditions. To determine if the value of the test statistic is
significant, it is compared to a critical value. The critical value used depends on
the level of significance (often referred to as a a-value) and the sample size. The
a-value is the level of risk of making a Type I error you are willing to take when
making your claim. Making a Type I error means claiming a difference when, in
fact, there is no difference. For example, an o of 0.05 means that there is only a 5%
chance the observed difference is the result of chance and not a real difference. If
the test statistic is greater than the critical value (obtained from a table for the given
value of o), then we can claim a significant difference in the measured means.

An additional point to consider after establishing a statistically significant
difference is the magnitude of the difference. The effect size is the standardized
measure of the magnitude of the observed difference. There several common
measures used to calculate the effect size (2). Measures of effect size commonly
used in CER are Cohen’s d, Pearson’s correlation coefficient, Eta squared (n?2),
and omega squared (®2?)-sometimes reported as . To interpret the magnitude
of the effect size, Cohen (5) proposed the following guidelines for r and d: 0.10
(small effect); 0.30 (medium effect); and 0.50 (large effect). Guidelines for
interpreting 2 values are 0.01, 0.6, and 0.14 for small, medium, and large effect
sizes (6) Although these are widely used guidelines, they are not to be invoked as
an absolute indicator of the magnitude of the effect (2). No matter which measure
of effect size is used, it should be included in any report (7). It is important to
note that while many statistical software packages will calculate these, it is often
necessary to calculate these by hand.
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Assumptions About the Data

The t-test and the ANOVA techniques to be described later are all parametric
tests, which means that the data must meet certain assumptions before the
statistical test can be used. The underlying assumptions common to all parametric
statistics are (8)

*  The data are normally distributed.

*  The variances of all samples in the data are the same. This is also called
homoscedasticity.

*  The samples or measurements are independent of each other.

Most statistical computer programs provide ways to test for violation of the
first two assumptions (6). If the data are not normally distributed, but treated as so,
then the value of the test statistic calculated will be in error. The result being that
the Type I error rate being used is no longer accurate. If the data are not normally
distributed, there are several techniques that can be used to transform the data so
that parametric statistics can be used (9). If the variances are not equal, the chances
of claiming a significant difference when there isn’t one, increase. Having equal
sample sizes mitigates the impact of violations of homoscedascity. Many common
statistical tests, such as the t-test and ANOVA techniques have been shown to
be robust statistics, that is, they are applicable in all but extreme violations of
the first two assumptions (8). So before doing statistical tests, it is important to
establish the “normality” of your data. If the data are not normally distributed, then
alternative techniques, such as nonparametric statistics, are required. A review
of nonparametric statistics can be found in this volume (/0) in the chapter by S.
Lewis.

The assumption of independent samples often presents a problem in
educational research and this highlights the relationship between the experimental
design and the analysis methods used. In a CER research project, independent
samples means that the data are collected from two separate groups of students.
For example, two separate classes of students are given the same test of chemistry
knowledge, but are taught with different methods. The responses of the two
groups of students are independent. However, if a pre/post test was used, the
responses to the pre- and post-test would not be independent because it is the same
person responding to each measurement, pre and post. This type of design, where
a person is measured more than once is called a repeated measures design. Note
that repeated measures violates the assumption of independent measurements.
Fortunately, there are ways to handle this violation by correcting the denominator
of equation 1 which gives us a paired t-test or a repeated measures ANOVA.
It is important to note that simply correcting the statistical tests for this violation
is not sufficient. The data also must be collected in such a way to minimize the
threats to any claims made as a result of the statistical analysis. Types of designs
that minimize these threats have been developed (/7).
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Need for Analysis of Variance Techniques

The t-test is the appropriate test for comparing two groups. However, we often
find ourselves in the situation when we want to compare more than two groups’
performance on a dependent variable. It would be tempting to simply perform
multiple t-tests on the groups, but this is not advisable. Recall that an o value of
0.05 means that there is a 95% probability of not making a Type I error. If you are
doing five t-tests, the probability of not making a Type I error is 0.955=0.77. This
implies the probability of making a Type I error is 1 - 0.77, or 0.33. An o value of
0.33 is an unacceptably high probability of a Type I error,. When more than one
comparison needs to be done, multiple t-tests are not appropriate. These situations
call for the use of analysis of variance (ANOVA) methods.

Which ANOVA Technique Do We Use?

Before discussing the various ANOVA techniques and the experimental
designs they are suited for, it is important to develop a conceptual understanding
of the F-ratio, the test statistic common to all ANOVA techniques. In both the
t-test and the F-ratio, we are comparing some difference in the data to the error
in the measurements. The statistics produced by both are compared to a critical
value to determine if the observed difference in the two values is greater than
a difference that would arise from experimental error. The distinction lies in
values used. Whereas the t-test uses the differences in means, the F-ratio uses
mathematical descriptions of the variations in the data (variance). Each type of
ANOVA technique partitions the total variance found in the data into components.
The simplest partition is into between-group and within-group variance.

Total Variance = between-group variance + within-group variance 2)

Between-group variance is related to the spread in the values of the dependent
variable when the groups, sometimes called conditions or treatments, are
compared. The within-group variance is the spread of values within a single
group. Each ANOVA technique will use a specific variance term as the variance
of interest (the variance caused by the intervention) and a variance attributed to
chance, or random error. The F-ratio is the ratio of the appropriate variances. The
larger the variance caused by the treatment, with respect to the variance due to
chance, the larger the value of F and the more likely the treatment effect is real,
or statistically significant. The general form of the F-ratio is:

Fe variance caused by treatment (3)

experimental error

Roberts and Russo (9) provide an excellent conceptual definition of the F-
ratio: “It is a measure of the extent to which experimental error, not treatment
effects, caused the scores to differ. (p37)” The actual design of the study will
determine what values are used to measure the treatment (model) variance and the
experimental error.
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Independent Measures of a Single Dependent Variable
One-Way ANOVA

The simplest ANOVA consists of an experiment that has two or more levels
of a factor (or condition) with each subject being in only one group and only
responding to the dependent measure once. Note this is sometimes referred to as a
“one-factor ANOVA”. In this model the appropriate partition of the total variance
is:

Total _ Between-group  Within-group (4)
Variance Variance Variance

Because the treatment is occurring in different groups the between-group
variance is the appropriate variance for the numerator in equation 3 and
within-group variance is used for the experimental error in the denominator. The
F ratio then becomes:

_ between-group variance

(&)

within-group variance

A large value of F indicates that the variation between groups is larger than
the variation within groups, and that group membership does influence the value
of the dependent variable. Details of how these values are calculated are beyond
the scope of this work. However, there are several excellent texts that illustrate
these calculations (9, 72). Generally, these calculations are done using a computer
software package, such as SPSS, SAS, or R (/3), and the output is in the form of
an ANOVA table.

Before looking at specific studies that have used One-Way ANOVA, a
simplified example study will be used to illustrate the important points. In this
example the investigators wanted to study the effect of three teaching methods
on students’ quiz scores. The experiment used three separate classes or groups
of students, which is necessary so that the requirement of independence is met.
ANOVA techniques are most powerful when the number of persons in each group
is the same, but most statistical software can make the necessary corrections for
unequal group sizes. The data set for this experiment looks like a spread sheet
with each row representing a student and a column designating which teaching
method the student experienced and a column with the student’s quiz score (/4).
In this design, the between-groups variance is the variance between the three
teaching methods and the within-group variance is the variance of the quiz scores
within each treatment group. An ANOVA table for the results of this experiment
is shown on Figure 1.

The last three columns contain the key information. The variances necessary
to calculate F are found in the column labeled “Mean Squares”. The last column
contains the p value. In this case since p < 0.05 (because the a for significance is
0.05), one (or more) of the group’s average score on the dependent variable (quiz
score) is statistically different from the others. This result should be reported as
follows: “There was a significant effect of teaching method on quiz scores (F(2,12)
= 5.12, p< 0.05, < = 0.60)" (I5). The effect size (w) of 0.60 resulting from a
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separate analysis constitutes a large effect. See Field (2) for further discussion and
details on how to calculate the effect size. Note that the ANOVA table does not
tell us which group or groups are significantly different from the others. It only
tells us that there is at least one difference among the groups. To determine which
group is different, post-hoc tests must be done. There are a variety of post-hoc
tests that can be run, but they all are essentially t-tests with some corrections. The
variety of tests and how to select which to use are described in detail elsewhere
(6). When reporting post-hoc results, an effect size should be included. It is often
this effect size, and not the overall effect size of the general ANOVA, that is of the
most interest.

ANOVA
Score
Sum of df Mean Square F Sig.
Squares
Between Groups 20.133 2 10.067 5.119 .025
Within Groups 23.600 12 1.967
Total 43.733 14

Figure 1. Sample ANOVA Table.

Before looking at an example of a study using the One-Way ANOVA, a point
should be made about the relationship between the F ratio and the t-test. The
preceding paragraph described the use of post-hoc t-tests to identify the specific
differences present among groups. We have already demonstrated that the use of
the F ratio is necessary to prevent an unplanned escalation of the a value. If the
independent variable has only two categories, or possible values, then the ANOVA
analysis and the independent t-test will produce the same results with regards to
statistical significance. The value of the F ratio in this case is simply the value of
the t statistic squared. It is not uncommon in the literature to see ANOVA used in
cases where an independent t-test would have sufficed. Do not let this confuse you
since in this special case (one independent variable with only two categories), the
two tests are essentially identical.

Example of a One-Way ANOVA

The One-Way ANOVA is often used as part of a larger study to
establish equivalence of intact groups in quasi-experimental designs. In a
quasi-experimental design, it is important to establish that the different groups
are similar in ability before intervention. An example of this use of One-Way
ANOVA is a study by Doymous (/6) that compared the effect of using jigsaw
methods with the use of animations on college students’ understanding of
electrochemistry. The design utilized three intact classes: jigsaw, animations,
and control. Prior to the intervention in each class, the students responded to
two instruments—one a measure of the students’ formal thinking ability (TOSR)
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and the other a measure of students’ knowledge of electrochemistry concepts
(PNMET). Two separate One-Way ANOVAs were run, one for each instrument.
Students’ scores on the instruments were used as the dependent variables in
each analysis and the treatment they received was the independent variable. The
results showed no significant difference between the TOSR scores of the three
groups at the a = 0.05 level, (F2,117) =1.786: p > 0.05) (/6). However, there was a
significant difference in the analysis of the PNMET scores, (F(2,113) =14.336: p <
0.05). Post-hoc tests indicated that the group of students receiving the animation
treatment had significantly higher scores on the PNMET. As a result of this, the
statistical analysis after treatment had to take this initial difference into account.
This required the use of a multivariate technique with more than one dependent
variable, an Analysis of Covariance (ANCOVA). This type of analysis is not
described in this chapter. It should be noted that a measure of effect size was
not reported in this study for this analysis. While one could have been reported
for this ANOVA, the purpose of the ANOVA was to establish equivalency of the
groups. Later in the study the authors did report an effect size for the ANCOVA
analysis.

Two (or more)-Way ANOVA

If we extend our example of the study above to look at the variance in scores of
students who were exposed to three teaching techniques to include an additional
independent variable, then we have a Two-Way ANOVA. In our data collection
we might have used three different teachers. This would present a problem in our
earlier analysis since we could not say whether the difference we observed was
due to the teaching method or due to the teacher. It should be pointed out that
just adding in another factor should only be done if there is a sound theoretical
reason for including it. Eye color could be included as a factor in our example but
unless there is a theoretical rationale why the students’ eye color would impact
their performance, it should not be included. In a Two-Way ANOVA, the total
variance in the data is portioned into four parts:

Factor A Factor B Interaction
Total _ Between-group | Between-group | petween A & B + Residual 6
Variance Variance Variance Variance Variance  (6)
(ignoring B) (ignoring A)

The first three terms on the right in this equation represent the variance
explained by the experiment, which is sometimes called the model variance. The
last term is the residual variance or the variance due to error. By portioning the
variance in this manner, we can calculate multiple F ratios, each being used to
test for the presence of an effect.

When we test if one of the main factors, A or B, is significant we are looking
for a main effect. The relevant F ratios are:

Factor A Beween-group Variance Factor B Beween-group Variance (7)

FA: FB=

Residual Variance Residual Variance
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When calculating the variance due to factor A, the presence of factor B is
ignored, and vice versa. There is also a variance due to the interaction of the two
factors. Interaction variance measures the differential effect of one factor on the
other. In our example of teachers and teaching methods, a significant interaction
would suggest that the teacher effect is not the same in all instructional methods.
It is important to check for the presence of a significant interaction because the
presence of an interaction can complicate the interpretation of any significant main
effects. The appropriate F ratio for the interaction, labeled AxB, is:

Interaction Between A & B Variance
Faxp = ®)

Residual Variance

The output table for our sample Two-Way ANOVA is given in Figure 2.
Interpretation begins by noting that there is no significant interaction between
method and teacher (F(2,6) = 2.443, p > 0.05). There is a significant main effect
for method (F(2,6) = 6.473, p < 0.05, © = 0.45).

Tests of Between-Subjects Effects

Dependent Variable: Score

Type lll Sum
Source of Squares df Mean Square F Sig.
Corrected Model 35.067° 8 4.383 3.035 .097
Intercept 134.349 1 134.349 93.011 .000
Method 18.698 2 9.349 6.473 .032
Teacher .984 2 492 .341 724
Method * Teacher 14.114 4 3.529 2.443 157
Error 8.667 6 1.444
Total 224.000 15
Corrected Total 43.733 14

a. R Squared = .802 (Adjusted R Squared = .538)

Figure 2. Two-Way ANOVA Output.

The presence of interactions in multifactor ANOVAs puts a limit on the
number of factors that should be included in a design. In our example, there were
only two factors, so there was only one interaction. In a Three-Way ANOVA
there are three factors (A, B, C) and this results in four possible interactions (A*B,
B*C, A*C, A*B*C). It is clear that as the number of factors increases so does the
number of possible interactions. The best approach is to only include factors that
the underlying theory suggests are important.

The presence of interactions and their interpretations is often aided through a
graphical presentation of the group means (interaction plot). Sample interactions
plots are shown in Figures 3 and 4. If there is no interaction between the factors,
then the group means will form a series of parallel lines. If the lines are not parallel,
then an interaction is indicated (Figure 4).
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Figure 3. Interaction Plot indicating no interaction.

—4—Factor A1

Mean

== Factor A2
-\ Factor A3

Levels of Factor B Levels of Factor B

Figure 4. Interaction Plots indicating the presence of an interaction.

Examples of Three-Way ANOVA

A Three-Way ANOVA was used by Lamb (/7) to investigate the effectiveness
of online chemistry modules by high school students. The authors used intact
classrooms in an effort to align the research with a normal classroom setting.
In the study, a student received either traditional instruction in three areas of
chemistry or was instructed with online instructional modules on the same three
areas of chemistry. The chemistry knowledge was measured before instruction,
during the treatment, and at the end of the experiment. The dependent variable
in the ANOVA was the students’ gain scores on achievement tests from pre to
post. One independent variable was the type of instruction (traditional or online).
A second independent variable was teacher experience and the third was student
socioeconomic status (SES). The authors found no significant interactions, but
the main effect of instruction type was found to be significant (F(1, 350) = 3.94,
p=10.042, Pn2=0.11) (16, 18). The socioeconomic status of the student and the
teaching experience of the classroom teacher were not found to have a significant
impact on the students’ gain scores. The authors suggest that the use of the online
methodology mitigated the effect of SES and teacher experience on student
learning. The lack of a teacher-instructional method interaction indicated that
even inexperienced teachers made effective use of the online modules. Similarly,
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the absence of an interaction between SES and instructional method indicate
that all students, regardless of SES status, can benefit from the use of the online
modules.

Repeated Measures of a Single Dependent Variable
Repeated-Measures versus Independent-Groups Designs

In many instances in chemistry education research, the study involves
participants responding to multiple levels of the treatment variable. This is
especially common when there is no control group available. For example, a
study could be designed to compare the effectiveness of three feedback techniques
on student attitude toward learning chemistry. Instead of having three separate
classes, each receiving a specific type of feedback, the experiment could be
conducted in one class. In this design, the class would be divided into three groups
(A, B, C) and each group would receive a different type of feedback on each test.
Since each participant is supplying multiple scores on the dependent variable
(attitude), this is a repeated measure design. The use of repeated measures
violates an assumption of ANOVA, i.e., independence of measurements. This
requires different handling of the data analysis. The partitioning of the variance
in a repeated measures design is as follows:

Total _ Between-group  Variance Caused  Residual )
Variance Variance by Treatment Variance

If there is more than one independent variable, the variance caused by the
treatment term is broken down into a term for between-group variance for each
treatment factor as it was in the discussion of the Two-Way ANOVA in Equation
6.

There are two advantages of using repeated measures designs over
independent groups designs (/7). The first is economy. In a repeated measures
design the same subjects are used repeatedly. The second advantage is sensitivity.
Repeated-measures designs are more sensitive to the treatment effect. This is a
result of using the same people where the inherent individual variations, i.e. noise
in the data, will be factored out in the analysis. For a One-Way repeated measures
ANOVA, the appropriate F ratio is:

Variance caused by treatment

F= (10)

Residual Variance

From this expression and the partitioning of variance, there is a gain in
sensitivity, because we are able to remove all of the between-group variance from
the residual variance.

These advantages come at a price. One issue with a repeated measures design
is order effects. Since each participant is receiving each treatment, any differences
you see can be due to the intervention or the order in which the interventions
were presented. There are ways to account for these effects during the design
stage. The Latin Squares design (//) is specifically designed to mitigate order
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effects. The second issue with repeated measures is the necessity for complete
data sets. If a participant’s score is missing for any items, then it is necessary to
remove that person’s data completely from the data set. The third, more serious
disadvantage of repeated-measures designs is more fundamental to the statistical
basis for the ANOVA itself, and that is the requirement of independent samples.
This is obviously violated in a repeated measures design, because the scores
provided by one person in different treatment conditions are going to be related to
each other. To account for this relationship in scores, an additional requirement
is placed on the data. For the F-test to remain accurate, the relationships that
exist between the scores provided by an individual must be constant across the
experimental conditions. This is the sphericity assumption and this assumption
must be checked before a Repeated Measures ANOVA analysis is performed.
When sphericity is violated, corrections must be applied so that a valid F-ratio is
produced. Details of these corrections and how to interpret them are beyond the
scope of this chapter, but can be found in Field (6).

Examples of One Factor Repeated-Measures ANOVA

A common use of repeated-measures designs in chemistry education is
looking at how a measure of interest changes over time. This time period can be
the duration of a single class or years. In a study of students’ ability to maintain
their attention in class, Bunce (/9) had students self-report attention lapses, using
a clicker, when their attention drifted during class. One of the research questions
was to determine the average number of student attention lapses before and after
the implementation of a student-centered pedagogy— demonstrations in one course
and content clicker questions in another. The dependent variable in this study was
the number of student clicker clicks that indicated an attention lapse had occurred.
The independent variable was the use of which student-centered pedagogy. The
mean number of clicker clicks before and after the student-centered pedagogy was
implemented was analyzed with a One-Way Repeated Measures ANOVA. The
number of student lapses in attention decreased after the use of a student-centered
pedagogy both in the course using clicker questions (F(1,66) = 8.70, p = 0.004)
and the course using demonstrations (F(1,64) =4.25, p =0.043). The implication
for teaching is that professors can use student-centered pedagogies as a method
for refocusing students’ attention during lectures.

In a long term study of the effectiveness of a professional development
program for high school chemistry teachers (20), a One-Way Repeated Measures
ANOVA was performed. The teachers participated in a 2.5 year program designed
to increase their use of inquiry in their classrooms. Classroom observations of
the teachers were scored with an instrument, RTOP, to determine the level of
inquiry-oriented and standards-based instruction occurring. Observations were
done before beginning the program, after key components of the program, and
after completion of the program. Since the same instrument (RTOP) was used, the
scores represent the repeated-measure of the dependent variable with time as the
independent variable. The Repeated Measures ANOVA indicated that the scores
on the RTOP were statistically different (p = 0.001, 2 = 0.80) and follow-up
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testing indicated that the significant change in the RTOP scores occurred over a
two year interval. These results indicated that the change in teaching practices
was the result of the accumulation of experiences in the program rather than any
one experience.

Mixed Between and Within Designs

The last ANOVA technique that will be discussed is a combination of the
previous ones. In this design there is at least one independent (between-groups)
factor and at least one repeated measures (within-groups) factor. While there is no
limit to the number of between or within factors that can be used, using more than
three total factors will result in difficulty interpreting the results.

This type of mixed design, sometimes called a mixed model, is common in
psychology and is becoming more common in CER. A point should be made
about terminology. The term “mixed models” refers to experimental designs that
involve both independent and repeated-measures factors. When the phrase “mixed
models” is used to describe an analysis technique, it is referring to a more complex
set of procedures than simple ANOVA techniques.

The partitioning of the variance in this design is a combination of the
partitioning previously described. The example below shows the partitioning
of variance for a One-Way Between and One-Way Within ANOVA. Factor A is
the between-group independent variable and Factor B is the repeated measure
independent variable.

Total ~ _ Between-group Variance + Within-group Variance

Variance ( 11 )
Total Factor A Factor A Factor B Interaction .
- ol | Between-group + Within-group | + |BEtWeen-group + Between A & B 4 Residual
ariance Variance Variance Variance Variance Variance > (12)
(ignoring B) (ignoring A)

The second term in the first bracket is the error term for the between-group
F-ratio and the last term in the second bracket is the error term for the two F-
ratios that come from the repeated measures portion. The first term in the second
bracket is the main effect of Factor B and the second term in this bracket is the
interaction between the two factors, A and B. This partitioning will become even
more complicated with the inclusion of a third factor, either an independent or
repeated measure factor. The number of interactions and the associated error terms
increases dramatically with the number of terms While computer analysis tools can
handle this, the interpretation becomes more difficult.

Example of Two-Way Mixed ANOVA

Bunce (217) used a Two-Way Mixed ANOVA design to investigate how the
use of either a student response system (SRS) or online quizzes (WebCT) affected
students’ performance on teacher written exams. The students were classified
into three levels of logical thinking ability based on their scores on the Group
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Assessment of Logical Thinking (GALT). This classification of logical thinking
served as the independent (between-group) factor. The four levels of the within-
group factor were: SRS only, WebCT only, both SRS and WebCT, and neither
SRS nor WebCT. This was a repeated measures design because there were three
exam scores for each student in each within-group level. No interaction between
GALT and treatment level was reported. The only significant main effect was for
treatment (F(3.38) =40.07, p = 0.00, Pn2 = 0.76). Post-hoc analysis indicated that
the students in the WebCT-only group had the highest achievement. Students in
the SRS-only group had the lowest achievement with the combined WebCT-SRS
and neither WebCT nor SRS groups’ achievement in the middle.

Multiple Dependent Variables

All of the techniques considered are applicable to situations when there is only
one dependent variable. These ANOVA techniques are part of a class of statistics
called univariate statistics. Situations with more than one dependent variable
fall in to the category of multivariate statistics. The technique for this situation
is Multiple Analysis of Variance (MANOVA). The focus of this chapter is on the
univariate ANOVA since a thorough understanding of univariate is necessary to
understand multivariate statistics. Field’s text (6) provides a good introduction to
MANOVA, while the classic text by Stevens (22) presents MANOVA and other
multivariate techniques in rigorous mathematical detail.

Summary

The use of ANOVA in CER is widespread. Unfortunately it is often used
without a thorough understanding of the concepts involved. Current statistical
software has made an ANOVA analysis relatively easy to perform. Even with
easy to use software, the researcher will face a myriad of choices when setting
up the analysis. These choices will be easier for the researcher who has a deeper
understanding of the concepts and assumptions of the ANOVA technique being
used. It has been the goal of this chapter to provide the reader with an introduction
to these concepts and assumptions. The interested reader is encouraged to consult
the texts included in the references for a more complete understanding of ANOVA.
These texts also provide an introduction to more complicated designs, including
those that involve a covariate or more than one dependent variable or both. These
belong to a class of techniques know as multivariate techniques.

In an effort not to overwhelm the reader, some aspects of using ANOVA in
CER have not been included in this chapter. One of these is guidance on how to
write up the results of the analysis for publication. This is vital to the quality of the
work, but often overlooked by both authors and reviewers of manuscripts in CER.
One strength of the text by Field (6) is his deliberate efforts to illustrate the proper
way of reporting ANOVA results. Another aspect of the reporting process worth
mentioning involves checking the assumptions. Too often researchers will report
the results of an ANOVA without disclosing whether they checked the validity of
the relevant assumptions that must be met for the analysis to be meaningful. It
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should not be left to the reader to guess that data were normally distributed or if
the variances were equal. The tests of the assumptions should be reported in the
article.

The last point to make is that CER did not invent ANOVA. These techniques
are in wide use in many other areas of study and there are experts in other
departments (such as statistics, education, psychology, sociology, and social
work) on a college campus available to assist CER researchers when designing
their experiments. The earlier you consult an expert about your design and
intended analysis, the better.
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Chapter 7

An Introduction to Nonparametric Statistics
in Chemistry Education Research

Scott E. Lewis*

University of South Florida, 4202 E. Fowler Ave., CHE205,
Tampa, Florida 33620, United States
“E-mail: slewis@usf.edu

The intent of this chapter is to present an overview of
nonparametric statistics, particularly as they are employed in
chemistry education research. The nonparametric statistics
tests presented are: chi-square, Spearmen’s rho, Kendall’s
tau, logistic regression, the Wilcoxan signed rank test, the
Mann-Whitney test and the Kruskal-Wallis test. Each of these
is presented with a hypothetical chemistry education research
example and followed with a review of how the test has been
used in the research literature. This overview is intended for
researchers who are performing or considering projects in
chemistry education research and are familiar with the general
processes of statistical testing and interpretation of results, but
are unfamiliar with nonparametric statistical tests.

Introduction

Chemistry education research (CER) is at the intersection of multiple
established disciplines and as a result, faculty who undertake research projects in
this field have a wide variety of training. It is unlikely a researcher is proficient
in the wide range of techniques present in the field. This makes the efforts to
share the tools of research in chemistry education research, through both this
book and the Nuts and Bolts of Chemical Education Research (1), uniquely
important. The intent of this chapter is to present an overview of nonparametric
statistics, particularly as they are employed in chemistry education research. This
overview is intended for researchers who are performing or considering projects
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in chemistry education research and are familiar with the general processes
of statistical testing and interpretation of the results, but are unfamiliar with
nonparametric statistical tests.

Data Scales

Prior to introducing the statistical tests, an overview of the different scales
of data is needed to ground the discussion of the appropriate uses for each test.
Stevens (2) proposed a hierarchy of data scales to describe the type of information
that could be conveyed with each scale, a classification which remains in
widespread use in statistics texts. The first data scale is termed nominal, and
describes data which represents categories and offers no potential for ranking. In
CER, examples of nominal data can include student demographics such as sex or
race, or categorizing student qualities or experiences, such as whether students
have taken part in a teaching reform.

The next data scale is ordinal which also represent categories but with
a potential for ranking. One of the important features of ordinal data is that
there is no assumption made regarding the distance between the rankings. A
common CER example of ordinal data is a set of responses to a Likert-style
survey, for example, when respondents are asked to rate an item on the frequency
of occurrence using the scale of Never, Occasionally, Sometimes, Usually, or
Always. There is a clear ranking of the responses but no assumption can be
made regarding the difference between the rankings. For example, the difference
between Never and Occasionally is not necessarily the same as the difference
between Occasionally and Sometimes. Another example of ordinal data is the
ubiquitous letter grade scale used to rate student performance. Depending on how
the grades are assigned, it is possible that the difference between a grade of A and
B, may not be the same as the difference between a grade of B and C. Instead,
classifying this data as ordinal conveys only that students receiving an A were
rated higher than those receiving a B.

The interval data scale has both a ranking and an assumption that the
difference between the rankings is consistent across the scale.  Another
characteristic of interval data is that the value for zero is arbitrarily defined. A
CER example of interval data could be SAT scores on each subject test, which
have a range of 200 to 800. The scale could have just as easily have been defined
as 0 to 600. As a result of the arbitrary zero, ratio relationships are not consistent
among interval data. That is, an SAT subject score of 400 has not demonstrated
twice that of a subject score of 200 on any associated metric. The difference
between the rankings remains consistent, as the 100 point difference between a
400 and a 300 subject score shares similarity with the difference between a 500
and a 400 subject score; each difference represents a distance of approximately
one standard deviation.

The last data scale is ratio, which builds upon interval but the zero point has
a meaningful definition. A common CER example of ratio data include most test
scores, where a zero indicates answering no questions correctly. Ratio level data
allows for comparisons of both differences and ratios. In classic test theory, a test

116
In Tools of Chemistry Education Research; Bunce, D., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2014.



score of 60 represents a student who scored twice as many correct as a test score
of 30. Differences also remain consistent, as the number of questions needed to
go from a score of 30 to a score of 45 is the same as the number of questions
needed to go from 60 to 75. Ratio data completes the hierarchy of data scales that
progresses from nominal, to ordinal, then interval and finally ratio. The hierarchy
is arranged in terms of the amount of information that is conveyed, where interval
data convey more information than ordinal data, for example. A statistical test
proposed for one data scale, say ordinal, can be employed for any higher level of
data scale, in this case interval or ratio data. However, typically, when a statistical
test is described for a data scale, it should not be used with any lower-level data.
That is, a test prescribed for ordinal data should not be used with nominal level
data.

The data scales presented are not without controversy. Velleman and
Wilkinson (3) provide a thorough introduction to these concerns. Among some
of the critiques, there is concern that some data are not well described by the
available scales. Percentages, for example, follow ratio level data but also
feature additional information. Also, there is the potential that determining the
appropriate data scales depends on the context of the data, while the general
description of the data scales provides the impression that data can be assigned
a scale independent of context. For example, consider binary data that classifies
students as passing or failing a class. One context for this data is to determine
how many students may repeat a class and the data can be treated as nominal.
Alternatively, in a study investigating student success, a researcher may treat
pass as a higher ranked outcome thus making the data ordinal. Finally, there
is a tendency to prescribe each statistics tests to a particular data scale, which
may prevent researchers from using other statistical tests which could provide
evidence of meaningful relationships. The intent of this chapter, then, as an
introduction, is to indicate the data scales which are most commonly associated
with each statistical test, with the caveat that employing other tests should also
be considered. To assist in determining the appropriateness of a test, an effort
is made to present the underlying math to each statistical test presented in this
chapter.

Nonparametric versus Parametric

Statistical tests are classified based on their reliance on the normality
assumption; parametric statistics assume normality and nonparametric do not.
The normality assumption is that the data used in the test will follow a normal
distribution, which has the appearance of a bell curve. Nominal data cannot
follow a normal distribution, as the data does not indicate a ranking. Ordinal data
also does not follow a normal distribution, as there is no indication about the
consistency of differences among the rankings. A histogram of ordinal data may
at first appear normal, but since no assumption on the distance between ordinal
data can be made, the distance between categories cannot be assumed to follow
any particular pattern. As a result, the normality assumption on nominal or ordinal
level data would not be satisfied and nonparametric statistics are recommended.
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Interval and ratio data scales can follow a normal distribution, but the
normality distribution should be examined. Initial tests involve examining the
skewness and kurtosis values of the distribution in the context of the standard error
of skewness and kurtosis. Follow-on tests can include a visual inspection of a
frequency plot, particularly to ensure the data do not have multiple modes. While
many parametric tests are robust to violations of normality (4), not all tests are
robust; and in these cases nonparametric statistics can offer a suitable alternative.
It is worth noting, though, that many parametric tests such as independent sample
t-tests, ANOVA, and multiple regression, rely on a normality assumption only
on the dependent variable. In an independent sample t-test, for example, which
compares two groups, the independent variable group identification is nominal and
therefore cannot follow a normal distribution. Table I indicates the relationship
between common parametric tests and their nonparametric alternatives.

Table I. Mapping Nonparametric Tests to Parametric Counterparts

Counterpart Nonparametric

Type of Relationship Parametric Test Tost
Chi-square (y2) test
Measures of Association Pearson Correlation Spearman’s rho (p)
between Variables Kendall’s tau (1)
Multiple Regression Logistic regression

Pre/Post Comparison of a

Repeated Measure Paired t-test Wilcoxon Signed Rank test
Comparison of Two Independent Samples .
Independent Groups t-test Mann-Whitney test

Comparison of More than Analysis of Variance .
Two Independent Groups (ANOVA) Kruskal-Wallis test

Nonparametric tests can result in determinations of statistical significance
in much the same way parametric tests do. The determination of statistical
significance involves establishing a limit for Type I error rate termed the a-value
prior to analysis. The analysis results in an observed p-value that is a measure of
the probability that the data would arise if the null hypothesis is assumed to be
true. The p-value is compared to the a-value, and if it is below the a-value, the
null hypothesis is rejected. In many nonparametric tests, the value for p can be
calculated directly by hand or by using statistical software. The recommendation
is to calculate statistical significance by hand for small sample sizes, as many
software programs make automatic corrections for continuity or in the case of
ties (5). When performing calculations by hand the statistical significance can
be determined using tables of p-values. All tests presented in this chapter have
an applicable table presented in Leach (6), with logistic regression being the
only exception. For larger samples, where the corrections employed are more
applicable, the use of statistical software is recommended and possibly necessary.
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Some statistics software packages do not include all the tests here, and the
researcher is recommended to check the availability of the desired tests prior to
making a decision on purchasing.

Nonparametric Statistical Tests
Measures of Association

Correlations are one of the most useful techniques in education research
as they allow a quick examination of association, or absences thereof, between
two variables. The term correlation often refers to the Pearson Product Moment
Correlation, which is a parametric statistic, relying on a normality assumption for
each of the variables examined. Multiple nonparametric measures of association
exist, depending on the data scales used, and are reviewed below.

Chi-Square (x?) Test

The 2 test examines associations between data that are at the nominal data
scale. Nominal is the lowest data scale, and thus this test can be employed in any
of the other data scales, though interpretation can become problematic when the
number of data points possible becomes larger (e.g., a nominal scale may have
three categories, but a ratio scale may have hundreds of possible data values).
To demonstrate the chi-square test, a contingency table must be created. In a
contingency table, variables are listed as the heading for either the columns or
rows and the frequency of each cross-tabulation among the variables is reported.
Table II uses fictional data to demonstrate a contingency table between gender and
passing a class.

Table II. Example Contingency Table

Fail Pass Total
Male 24 16 40
Female 20 40 60
Total 44 56 100

In this example, a y? test can determine if there is a relationship between
the gender of the student and the chance for passing a class. To do this, the
test determines an expected value for each cell, which assumes that there is no
relationship between the variables. The expected value for male students who
fail would be: the percentage of students who are male (0.40) multiplied by the
percent of students who failed (0.44) multiplied by the total number of students
(100). This calculation provides a value of 17.6. Table III includes the data from
Table II, coupled with the expected value for each cell.
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Table III. Example Contingency Table with Expected Values

Fail Pass Total
Male Observed 24 16 40
17.6 224
Expected
Female Observed 20 40 60
26.4 33.6
Expected
Total 44 56 100

The 2 test then examines the difference between the observed value and the
expected value for each cell to determine if a relationship is present. Because
the expected value assumes no relationship between the variables, any differences
between observed and expected are evidence of a relationship. ¥2 is calculated
using the formula (6):

2_ (E-0)?
=2

In this example, the x2 value equals 6.926. The degrees of freedom (df) for a
contingency table, not counting the totals, is equal to:

df = (rows — 1) * (columns — 1)

In this example, df = 1. Using both the ¥2 value and df value can indicate
a p-value and ultimately aid in the decision regarding the null hypothesis. The
p-value for this example was found to be 0.008, which may lead to rejection of the
null hypothesis based on the threshold of Type I error (the a value) the researcher
decides is appropriate. The incorporation of expected values in Table III offers
insight into the relationship that is observed, which the 2 value alone cannot
provide. In Table III, we see that female students were more likely to pass the
course than expected, and male students were more likely to fail the course.

The 2 test is common in CER projects as illustrated by three recent examples
in the research literature. Gron et al. (7) converted the ratio data of students’
recorded percent error into ordinal data by categorizing results as <1%, 1 —2 %
and so on. Data were collected over a three year period, during which a new
assessment technique was implemented. The placement of precision categories
was analyzed against the year the data was collected using a y2 test to determine if
students’ precision differed across the years. Two separate 2 tests were conducted,
comparing the third year to the first year and comparing the third year to the second
year, providing evidence that students’ reported experimental precision improved
in the later years. In this example, the y2 test was used to determine the association
of an independent variable, year, on an outcome variable, reported precision.

Chase et al. (8) administered two attitude-based surveys as part of their
evaluation of Process Oriented Guided Inquiry Learning. The surveys were
administered voluntarily. A y2? test was performed between survey participation
and proficiency, with the intent to determine if students who took the survey
differed from those who did not in terms of their course performance. The
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x% test revealed no statistically significant relationship and was thus used to
support the ruling out of a potential spurious explanation. Similarly, Bergin et
al. (9) examined the relationship between demographic variables and students’
self-report of whether they leave comments on an online instructor evaluation site.
A separate 2 test was run comparing each demographic variable against students’
status as a contributor. The results also showed no statistically significant
relationship; there was no evidence of an association between each demographic
variable and whether or not a student contributed to the online evaluation site.
Using the lack of statistical significance to support a conclusion of no
relationship between variables can be problematic, as the error level would be
represented by the power of the statistical test, not the o value cut-off that was
used with the p-value. Reporting the effect size of the relationship in addition to
the results of the y2 test can strengthen the argument that no relationship exists.
One measure for effect size for a y2 test is Cohen’s w (/0) where w is defined as:

(Po—PEg)?
) o

w =

and Py is the proportion of observed in each cell (number of observed divided by
total observed) and P is the proportion of expected in each cell. This formula can
be simplified to:

1 2
= — %
w N X

where N is the total sample size. The effect size can be described qualitatively as
small when w is approximately 0.1, medium at 0.3 and large at 0.5. By reporting
the effect size along with y2 the strength of the relationship can be described as well
as the statistical significance. In making a case that two variables are not related,
finding a small effect size would be supportive. On the other hand, consider if the
¥ test resulted in non significance, but a large effect size was observed, which
is possible, particularly with a small sample size. Rather than concluding no
relationship exists (which contradicts the observed effect size) a researcher can
conclude that the sample size was insufficient to find statistical significance.

Spearman’s Rho (p)

The Spearman’s p test is designed to examine the relationship between
variables within a sample that are at the ordinal or higher data scale. Spearman’s
p is conceptually closer to the conventional Pearson’s Correlation Coefficient
than %2 in that the value for Spearman’s p indicates the extent of the relationship
with a range of -1.0 to 1.0, where a negative sign indicates that large values on
one variable correspond to the smaller values on the other variable.

As is common in tests designed for ordinal data there is a reliance on ranking
data. As an example, consider the hypothetical determinination of a correlation
between student grades (ordinal data on an A through F scale) in Chemistry versus

121
In Tools of Chemistry Education Research; Bunce, D., et al.;

ACS Symposium Series; American Chemical Society: Washington, DC, 2014.



Math SAT scores (interval data). Fictional data is presented in Table IV. Each
student is ranked on each variable relative to their peers. By convention, the lowest
score is assigned the rank of 1. Once the rankings are made, the difference in
rankings is calculated for each student.

Table IV. Spearman’s p Example Data

Student 1 2 3 4 5
Chemistry Grade B A C D F
Math SAT Score 560 720 610 490 580
Chemistry Ranking 4 5 3 2 1
Math SAT Ranking 2 5 4 1 3
Chem Rank — Math Rank 2 0 -1 1 2
Difference Squared 4 0 1 1 4

Spearman’s p is calculated using the formula (6)

1 6D
p= nn? —1)

Where D is the sum of the differences squared, in this example D = 10, and
n is the number of observations in the sample, in this example 5. This leads to
a p value of 0.5 observed for this sample, which can be interpreted similarly to a
conventional correlation value. This correlation is below the critical value found in
the relevant table (/7), indicating insufficient evidence to reject the null hypothesis,
which states there is no relation between the variables.

One consideration for calculating Spearman’s p is the treatment of ties in
the ranking. In the event of a tie, the average ranking would be assigned. For
example, if two cases tied with the lowest score, they would each be assigned a
ranking of 1.5 to average the rankings of 1 and 2 that the two lowest cases would
hold. If the number of ties becomes large, particularly if the sample size is large
and the number of possible data values are small (e.g., 50 students ranked by
their performance on a scale of five letter grades), the distribution will need to
be adjusted (6). One possible alternative when ties are common is to employ tests
that rely on a contingency table, such as x2.

In CER projects, Spearman’s p can be used in place of the conventional
correlation when the data is ordinal or when the normality assumption is not met.
Christain and Yeziersky (/2), in the development of the chemical and physical
change assessment, used Spearman’s p to show that true-false items on the
assessment were correlated with other items. Along with other considerations,
the results of the Spearman’s p test supported the justification for the removal of
the true-false items. Hilbing and Barke (/3) examined the relationship between
attitude toward chemistry and attitude toward chemistry education, with each
variable having the possible data values of negative, indifferent or positive. The
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results from a Spearman’s p test was used to support the claim that a positive
chemistry education experience can lead to a positive attitude toward chemistry.
Obenland et al. (/4) used a Spearman’s p to determine the relationship between
performance on the Chemistry Concept Reasoning Test and student responses
on two Likert-style survey questions regarding perceptions of the usefulness of
Socratic dialogue. The observed p values led the authors to conclude that a weak
correlation existed between the perceived usefuleness of the Socratic dialogue
and performance on the test.

Kendall’s Tau (z)

Another nonparametric test designed to measure correlations among ordinal
data is the Kendall’s 1. Like Spearman’s p, Kendall’s T relies on the ranking of data
and features a range of -1.0 to 1.0. Unlike Spearmen’s p, Kendall’s T does not rely
on the difference in rankings. To present Kendall’s 7, the data from Table IV can be
sorted based on one of the variables. For this example, they are sorted by chemistry
grade and are presented in Table V. Then, for each observation, a determination
of the number of concordant and discordant pairs are made. For student 2, who
earned a Chemistry grade of an A, one would examine each subsequent student.
For each subsequent student, the Chemistry ranking is considered below or above
that of student 2; similarly the Math SAT ranking is considered below or above that
of student 2. If the relative placement for Chemistry (above or below the ranking)
and Math SAT (above or below the ranking) is in agreement, it is considered a
concordant pair; disagreement would be a discordant pair. Returning to student 2,
evaluating student 1, the chemistry ranking for student 1 is below student 2 and the
Math SAT ranking for student 1 is below student 2. This would be one concordant
pair. Evaluating the remaining subsequent students it is found that, for student 2,
all four subsequent students represent a concordant pair in this example and there
are no discordant pairs.

Table V. Kendall’s T Example Data

Student 2 1 3 4 5
Chemistry Grade A B C D F
Math SAT Score 720 560 610 490 580
Chemistry Ranking 5 4 3 2 1
Math SAT Ranking 5 2 4 1 3
Concordant pairs 4 1 2 0

Discordant pairs 0 2 0 1

Student 1 would be evaluated in the same way, focusing only on the
subsequent students 3, 4 and 5 (the comparison of student 1 and student 2
has already been completed). In terms of student 1, evaluating student 3, the
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chemistry ranking is below, but the math ranking is above, which represents a
discordant pair. Student 4 is a concordant pair with student 1 as student 4 is below
on both metrics. Student 5 is a discordant pair with student 1 as this student is
below on Chemistry and above on Math SAT. The process is continued with each
student compared to the subsequent students. The last student, Student 5, has no
subsequent students to compare with so no pairs can be computed for this student.
Kendall’s t can then be calculated using the formula (/7):

_ Sum of Concordant Pairs — Sum of Discordant Pairs
= n(n—1)/2

For this example, T = 0.4. As with any test relying on ranks, a tie in rankings
can become problematic. Midrank averages can be assigned. Problems, however,
arise in the significance testing and the ability to model the distribution. A modified
version of Kendall’s t, known as Kendall’s t-b, has been developed for instances
where ties are common .

In selecting between Kendall’s T and Spearman’s p, it has been pointed out
that Kendall’s t approximates a normal distribution better, which would make
for more reliable statistical significance testing. Kendall’s T also features the
modification designed for working with extensive ties where Spearman’s p does
not. The advantage of Spearman’s p lies in the methodological emphasis on the
extent of disagreement with large disagreements in ranking receiving a stronger
weight. The Kendall’s Tt methodology of concordant and discordant pairs does not
provide a measure of disagreement strength. If it is important to emphasize large
disagreements between the two variables, Spearman’s p may be preferred (6).

Logistic Regression

Multiple regression is among the most useful statistical tools in CER. It allows
for a determination of the role of multiple independent variables in impacting a
dependent variable and for comparing the relative impact of each independent
variable. Multiple regression typically fits data into the form

y=b0+b1 X1+b2X2...

where y is the dependent variable, each x represents a separate independent
variable, bg represents the expected y value when all of the values for x equal
zero, and the subsequent b values represent the impact of each respective
independent variable. Logistic regression is an adaptation of multiple regression
meant to predict a dichotomous dependent variable, which has only two possible
values (e.g., pass or fail). Using multiple regression in such a scenario would
violate the assumptions of multiple regression and underestimate the impact
of the independent variables (/5). Other types of logistic regression, such as
multinomial logistic regression and ordered logistic regression, are available to
model more complex outcome variables but are beyond the scope of this chapter.

In logistic regression the overall model is adapted toward making a prediction
of probability P using the equation:
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P
In (1 _ P) = bo + b1x1 + b2X2

The expression P/(1-P) is known as the odds ratio, and the expression In(P/
(1-P)) is the logit. This equation can be rearranged to:

1
- 1+e—bo—b1x1—-Db2x3..

if the researcher is interested in estimating the probabilities given a combination
of values for the independent variables.

As an example, hypothetical data were collected on General Chemistry
students with Math SAT scores and whether reform teaching was present (reform
= 1 when present and 0 when not). The dependent variable was whether they
completed the course (1 for yes, 0 for no). The output of a logistic regression on
the data is presented in Table VI below.

Table VI. Output from Logistic Regression

B S.E. Wald df Sig. Exp(B)
Reform 1.011 0.240 17.803 1 <0.001 2.750
SAT Math 0.004734 0.001699 7.759 1 0.005 1.005
Constant —-1.741 0.927 3.523 1 0.060 0.175

Researchers can rely on the statistically significant results to evaluate whether
the relationship between each independent variable and the dependent variable can
be attributed to chance. The coefficients, under column "B", can be used in the
equation above to estimate probabilities. The S.E. column, which indicates the
standard error of each coefficient, is calculated based on the differences between
the observed and the predicted values on the outcome variable and can provide
context to the coefficients. The significance testing on the coefficient is based on
the coefficient divided by the standard error and placed on the normal distribution.
The Wald statistic is calculated as the coefficient divided by the standard error with
the resulting quotient squared and is meant to follow the chi-square distribution.
The Wald statistic is meant to evaluate the coefficient but the statistical power of
this measure has been problematic (15, 16).

The values given in the "Exp(B)" column provide an indication of the impact
of each independent variable, by describing how a change of one unit of a particular
independent variable affects the odds ratio. For example, the Exp(B) for reform
indicates that students with the reform, while controlling for SAT Math, have an
odds ratio 2.750 times greater than the odds ratio for students without the reform.
A common error is to report that students with the reform were 2.750 times more
likely to complete the course. This statement is incorrect as the phrase "more
likely" refers to relationships in probability (/5) and changes in probability are
not linear throughout a logistic regression. A chart of the predicted probabilities
versus Math SAT is shown in Figure 1 and this visual presentation shows it is
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not possible to provide a single value to relate the probabilities of the two groups
across the range of Math SAT scores.

Predicted Probabilities Based on Math SAT
100%

90%
80%

70%
60% /
—a&— Reform

50%

—@— No Reform

Probability of Passing

40%

30%

20% T T T 1
100 300 500 700 900

Math SAT

Figure 1. Predicted probabilities based on logistic regression equation.

In addition to the output in Table VI, it is recommended to include information
evaluating the overall model (/7). One technique is to assess the accuracy of the
model’s predictions. For this, a researcher would need to specify a cut-off value
to turn the model’s probabilities into predictions. A cut-off point for this example
may be 0.5, so that cases where the probability is greater than 0.5 can be predicted
to complete the course and those below are predicted to not complete it. The
predictions can then be placed against the actual outcome in a classification table.

The Hosmer-Lemeshow (H-L) test also offers an indication of goodness of
fit of the model, which tests the null hypothesis that the model is a good fit. If
the results of the test have a p-value greater than the accepted error rate, typically
0.05, it is an indication that the model is tenable (/7). As failure to reject the null
hypothesis is the goal of the test, sufficient statistical power is needed for the results
to be valid. Sample sizes of at least 400 are recommended for this test to have
sufficient statistical power (/6). Other measures are developed to approximate the
common R2 metric from multiple regression. The Cox and Snell R2 is an example,
but is problematic because it does not have a maximum of one. The Nagelkerke
R2 adjusts the Cox and Snell R2 by dividing it by the maximum possible, thereby
making for a maximum of one (/6). Neither value is a measure of proportion of
variance as the conventional R2 is or corresponds to predictive efficiency and thus
should only be presented as a supplemental to the previous measures (16, 17).

Emenike et al. (/8) used logisitic regression in the analysis of a chemistry
faculty survey on assessment practices. First, it was used to evaluate the

126
In Tools of Chemistry Education Research; Bunce, D., et al.;

ACS Symposium Series; American Chemical Society: Washington, DC, 2014.



association of demographic factors with the year surveys were administered prior
to combining two cohorts. Second, logistic regression was used to investigate
the impact of demographic variables on, separately, awareness of departmental
assessment efforts and self-ratings of contributions to departmental assessment
efforts. Mills and Sweeney (/9) used logistic regression to relate performance
on Exam 1 in General Chemistry to successful completion of the course. The
relationship was then used as evidence that Exam 1 can serve as a placement tool
and to highlight the importance of the material in Exam 1 for students’ successful
completion of the course.

Repeated Measures
Wilcoxon Signed Rank Test

Repeated measures analysis, or a pre/post design are common in education
research to demonstrate changes over time. In parametric statistics a paired t-
test can be used to determine the statistical significance of pre/post changes. The
nonparametric equivalent is the Wilcoxon Signed Rank test, also referred to as the
Wilcoxon Matched Pairs test. The Wilcoxon Signed Rank test can be used on data
that is ordinal scale or higher.

As a hypothetical example, consider an investigation into students’
perceptions of groupwork over time. Researchers administer a Likert-style survey
where one item pertaining to group work is rated by students on a seven point
scale ranging from Strongly Disagree to Strongly Agree. The responses are coded
1 through 7, with 1 indicating Strongly Disagree. The instrument is administered
twice over the course of the study and the fictional data is presented in Table VII.

Table VII. Wilcoxon Signed Rank Test

Student Pre-score | Post-score Post - Pre |Post - Pre| Sign of
difference

1 2 6 4 4 +

2 4 5 1 1 +

3 3 1 -2 2 -

4 1 4 3 3 +

5 6 7 1 1 +

6 5 5 0 0

7 4 5 1 1 +

8 3 2 -1 1 -
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The post-score is subtracted from the pre-score and the information is then
split into the absolute value of the difference and the sign of the difference, as
shown in Table VII. The information is then re-sorted based on the absolute value
of the difference, as shown in Table VIII, and the differences are ranked.

Table VIII. Sorted Data from the Wilcoxon Signed Rank Test

Student |Post - Pre| Sign of Rank of |Post - Pre| Sign * Rank
difference

1 4 + 7 7

4 3 + 6 6

3 2 - 5 =5

2 1 + 2.5 2.5

5 1 + 2.5 2.5

7 1 + 2.5 2.5

8 1 - 2.5 -2.5

6 0

In Table VIII, the absolute value of post - pre was a tie for students 2, 5, 7 and
8, who would have covered the ranks of 1, 2, 3 and 4. The assigned rank is then
the average of the four possible ranks which is 2.5. Finally, the sign and the rank
are reunited in the Sign * Rank column. The test statistic, W, is found by summing
the Sign * Rank column in Table VIII and then taking the absolute value of the
result. In this example, W = 13. Statistical significance is determined based on
the value for W and the sample size. In this example, with 8 students, the sample
size would be reported as 7 as the sample size does not count cases where the post
- pre score equals 0 (6). The p-value for this example is 0.27 indicating there is
insufficient evidence that the students score the group work differently between
the two administrations.

Jennings et al. (20) administered a twelve item open-ended test related to
Physical Chemistry topics. The test was administered in a pre / post fashion
assessing students’ knowledge before and after they viewed a DVD. Each item
response was coded on a five point scale ranging from "No Understanding" to
"Sound Understanding”". The pre-scores for each of the first ten items, as well
as the average of the ten items, were then compared to the post-scores using a
Wilcoxon Signed Rank test. The results were statistically significant, at p < 0.05
for every item tested, indicative of learning gains. Using 0.05 as a cut-off for Type
I error has been the convention. As this test was conducted eleven times within the
same context, this leads to a 0.43 chance (1 — 0.95!1) that at least one Type I error
was made within the set of tests. Lowering the Type I error threshold, to 0.01 for
example, would limit the overall error probability, in this case to 0.10. Depending
on the p-values observed, the change to a 0.01 threshold might have affected the
interpretation of the results. The follow-up qualitative discussion of the shifts in

128
In Tools of Chemistry Education Research; Bunce, D., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2014.



the item responses is commendable and offers insight into the changes in student
knowledge that the statistical test alone could not provide.

Kerby et al. (27) conducted an outreach event for children and administered
two conceptual questions both before and after the event. The responses to the
questions were coded as correct or incorrect, and the Wilcoxon Signed-Rank test
was used to compare the pre-event responses to those post-event. The findings
showed that the difference was statistically significant and therefore was not likely
attributable to chance.

Comparison of Groups
Mann-Whitney Test

The Mann-Whitney test is designed for comparing two samples on ordinal
data and has the independent samples t-test as the parametric counterpart. The
Mann-Whitney test is differentiated from the Wilcoxon Signed Rank test as the
former is designed for independent samples (e.g., separate groups of students),
while the latter is designed for repeated measures within the same sample. The
Mann-Whitney test is also known as the Wicoxon Rank Sum test.

An example of the Mann-Whitney test using educational data can be the
hypothetical comparison of two pedagogies, one termed “Active learning” and the
other “Cooperative learning”. Class averages on a common exam were collected
from each class and were not found to follow a normal distribution, suggesting
the need for the nonparametric test. The fictional data are presented in Table IX,
along with the overall rank of each class.

Table IX. Mann-Whitney Example

Class Number Pedagogy Class Average Overall Rank
1 Active 81.0 9
2 Active 78.5 6
3 Active 68.9 3
4 Active 79.0 7
5 Active 72.0 5
6 Cooperative 65.2 1
7 Cooperative 71.1 4
8 Cooperative 90.3 10
9 Cooperative 68.3 2
10 Cooperative 80.3 8
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The measure in the Mann-Whitney test is denoted by the letter S and can be
solved using the following formula, where the sub-script 1 can denote either group
and n is the total sample size (6).

S = ZZ Rank; — ny(n+1)

In this example, using the “Active” pedagogy group, the ranks summed to
30 and nacive = 5, making S equal to 5. The S score indicates the measure of
the difference between two groups. The S score found can approximate a normal
distribution to determine statistical significance with a mean of 0 and a variance of
nin2(n+1)/3. In this case, an observed S score of 5, and a variance of 91.67, leads
to a p value of 0.60; consequently, there is insufficient evidence to reject the null
hypothesis.

In CER projects, Cooper et al. (22) implemented the Chemistry, Life, the
Universe and Everything curriculum with a General Chemistry class and a control
group was created from a stratified sample of General Chemistry students to
match the treatment group in terms of demographics and measures of college
readiness and logical thinking. Students in both groups completed a set of
common assessments on Lewis structures and the Mann-Whitney test was used
to compare the performance of the two groups. The results showed that the
treatment group out-performed the control group on the assessment, offering
evidence to the effectiveness of the curriculum.

Hein (23), implemented Process-Oriented Guided Inquiry Learning (POGIL)
in an organic chemistry course and compared student performance against
an antecedent student cohort. The outcome measure, percentiled rank on an
ACS exam, was measured with both cohorts. The comparison was conducted
using the Mann-Whitney test and a significant difference indicated the POGIL
students outperformed the antecedent cohort. Similarily, Mahalingam et al. (24)
implemented group problem solving and performed a comparison with historical
student performance using the Mann-Whitney test. The statistical test was used
twice, first to compare two years that were both prior to implementation and found
no statistical significance. Second, to compare the year with implementation
to the prior year without the implementation and found the difference to be
statistically significant. As an alternative, the Kruskal-Wallis test, discussed next,
would allow for the comparison of the three years simultaneously.

Kruskal-Wallis Test

The Kruskal-Wallis test is designed to compare data from more than two
independent samples. In this manner, the parametric equivalent for this test is the
one-way analysis of variance (ANOVA) test. The Kruskal-Wallis test is designed
to work for ordinal or higher data. To introduce the test, the hypothetical example
from the Mann-Whitney test can be expanded to incorporate a third group. This
data is presented in Table X with the third group having a “Traditional” (or lecture)

pedagogy.
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Table X. Kruskal-Wallis Example

Class Number Pedagogy Class Average Overall Rank
1 Active 81.0 13
2 Active 78.5 9
3 Active 68.9 5
4 Active 79.0 11
5 Active 72.0 8
6 Cooperative 65.2 2
7 Cooperative 71.1 7
8 Cooperative 90.3 15
9 Cooperative 68.3 4
10 Cooperative 80.3 12
11 Traditional 69.1 6
12 Traditional 62.0 1
13 Traditional 83.3 14
14 Traditional 67.5 3
15 Traditional 78.9 10

Like many statistical tests, the Kruskal-Wallis test can be thought of as a ratio
of signal to noise. First, determine the average rank using the formula (N+1)/2,
where N is the overall sample size, in this case 15, making an overall average rank
of 8. Next, beginning with the “Active” group, the sum of ranks is 46. If the ranks
were evenly distributed, then the five members of the active group should have
a hypothetical sum of 40 (given the overall average rank of 8). The signal from
the group is determined by squaring the difference between the sum of rank and
the hypothetical sum of rank, and dividing it by the sample size of the group. In
this case, the “Active” learning group has a signal of: (46 —40)2 /5 =7.2. Using
the same procedure, the “Cooperative” group has a sum of ranks of 40, and thus a
signal of 0. The “Traditional” or lecture group has a sum of ranks of 34 and thus
a signal of (34 — 40)2 /5 =7.2. The total signal is the sum of each group, which in
this case is 14.4. The noise provides a description of what would occur randomly,
and can be found by taking the sum of squares of the difference between each rank
and the average overall rank: noise = ) (rank — average rank)?. With this data the
noise is found to be 280. The test statistic K equals the signal times (N — 1) divided
by the noise, and with this data

K= signal x (N —1) 144 (15-1)

=0.72
noise 280

The K value follows a 2 distribution in determining significance with degrees
of freedom equal to the number of groups minus one.
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In CER projects, Bell and Volckmann (25) used the Kruskal-Wallis test to
show that students’ prior chemistry experience, as determined by self-report,
influenced the students’ confidence ratings of successfully solving chemistry
questions, both at the beginning and end of the course. Jeon et al. (26) compared
three instructional strategies: a control group, modeling a problem solving
strategy for use individually, and modeling the strategy with students working
in heterogenous pairs. The Kruskal-Wallis test was used to compare the three
groups on their performance on different sections of a problem-solving test. The
Kruskal-Wallis test was chosen in this case because of both the small sample size
and the scoring rubric on the problem-solving test employing an ordinal scale.
The results showed differences between groups on three outcomes: conceptual
knowledge, recalling the related law and mathematical execution.

Conclusions and Further Readings

There are nonparametric tests for many of the common analyses performed
in CER, and it is hoped that the hypothetical examples presented in this chapter
illustrate the utility for nonparametric statistics in the field. Nonparametric tests
serve a unique purpose in analyzing nominal and ordinal level data, which are
commonplace in CER measures. Moreover, they have utility in interval and ratio
data when the normality assumption is not tenable.

It is hoped that this introduction provides a suitable background to the
rationale, methodology, and interpretation of each of the statistical techniques
presented and ultimately serves to encourage readers to incorporate these
techniques within their own research. For readers who are interested in more
information on the underlying mathematics and exceptions, Leach (6) and
Gibbons (5) each wrote useful and accessible texts on the majority of tests
presented here. For logistic regression, Pedhauzer (/5) and Cohen et al. (/6)
each have written an authoritative text on regression that include a chapter on
logistic regression. It is also worth noting that each branch of statistics represents
a dynamic field and readers are encouraged to continually examine new journals
and textbooks in the field and consider collaborations with statisticians.
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Chapter 8

Using the Statistical Program R
Instead of SPSS To Analyze Data
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R is a programming language and computing environment
for statistics and graphics. It has been widely used in
many academic fields including psychology, ecology and
bioinformatics. Because it is free and powerful, R can be an
attractive alternative to commercial statistical packages such
as SPSS for chemistry education researchers. This chapter
introduces both advantages and some basic features of R as
well as applications of R in chemistry education research.

Introduction

Traditional statistical software packages such as SPSS are popular in the area
of chemistry education research (CER). However, with the development of CER,
some advanced statistical methods have been reported and various new methods
are expected to be applied in this field. Many researchers have found that not all of
the statistical analyses they plan to carry out can be performed easily in software
like SPSS. A few years ago, one of the authors of this chapter was looking for tools
to analyze scanpath data in an eye-tracking study in which students viewed NMR
signals and molecular structures. He learned that comparing groups of scanpaths
statistically was very difficult in SPSS; on the other hand, the software R made the
task simple when using the existing functions provided by R’s add-on packages.
Details of this analysis will be described in the last section of this chapter.

This chapter provides an insight into R and discusses how R can be applied in
CER. There are four sections in the chapter: (1) advantages and disadvantages
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of R, (2) introduction to using R, (3) basic statistical analysis in R and SPSS,
and (4) analyses that R can perform better and SPSS does not adequately handle.
However, this chapter is not meant to serve as an R manual. Thus, many basic
features of R are not introduced in this chapter. If interested in learning more
about R, there are many books (/) and online tutorials. Those new to R may want
to refer to the recommended readings at the end of this chapter. This chapter is
geared to those who are familiar with basic statistics, whether experienced or new
chemistry education researchers. Therefore, most common statistical methods
used in CER will not be described in detail. Readers who need more statistical
background can refer to statistics textbooks and the introduction of basic statistics
in CER (2—4). There are many statistical methods that have been published in the
CER literature. We will only discuss a few from articles that were published in
the Journal of Chemical Education (JCE) Chemical Education Research feature.
Performing these statistical analyses in both SPSS and R will be briefly described
and compared.

Reasons To Learn and Use R

Examples of popular statistical packages include SPSS, SAS, R, Stata, Matlab,
Systat, Minitab, and JMP. In the field of chemistry education research, SPSS is the
most popular statistical software for analyzing quantitative data. For instance, in
the last two years (May 2011 to August 2013), JCE published about 70 research
articles categorized as “Chemical Education Research”. Among these articles, 44
statistically analyzed quantitative data including 21 articles that explicitly reported
the names of the statistical packages including SPSS (16 papers), SAS (1 paper),
SYSTAT (1 paper), and spreadsheet programs (3 papers). One important reason
that many chemistry education researchers prefer SPSS is its intuitive interface.
Basic statistical analyses for CER can be performed easily by several mouse clicks
on the menus and dialog boxes in the software. However, there are some problems
that SPSS does not adequately handle. An example is the Levenshtein distance
and permutation test, which will be discussed in more detail later. In such cases,
R is a much better choice, because R’s add-on packages make it able to efficiently
perform different kinds of analyses. In addition, there are many other advantages
that help make R a very good statistical program to analyze chemistry education
data.

The Advantages of R

R Is Free and Open-Source

First of all, R is free. Anyone can download and install R onto a personal
computer free of charge. It runs on most operating systems, including Windows,
Macintosh, and Unix/Linux. Researchers using R no longer need to worry about
the availability and cost of the statistical package they use. In contrast, SPSS
users who move to a new institution may find that there is no SPSS site license on
campus. Accessibility and cost of software is an important factor, especially for
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graduate students. R is also useful for secondary school teachers who intend to
carry out research but have no access to any commercial statistical software.

R is an open source programming language and is as accurate as SPSS or SAS
software (5). That is, users can virtually read every detail of how each statistical
function works. Like other successful open-source projects including Linux and
MySQL, R has benefited from the “many-eyes” approach to code improvement
because many experts in statistics and computation keep monitoring the source
code. As a result, R has an extremely high standard of quality and numerical
accuracy (J, 6). R also has open interfaces, meaning that it readily integrates with
other applications and systems.

R Is Powerful and Flexible

The standard packages of R that are installed as default have most of the basic
statistical functions that researchers need in chemistry education. Moreover, R has
more than 4000 additional packages that cover a large range of analytical methods
employed in diverse fields. As a programming language, the capability of R is not
limited to statistics. It has been applied in computing, modeling, machine learning,
and data mining. In addition, R has extensive capacities to generate high-quality
graphics, which can be conveniently customized by specifying feature options
including line styles, fonts, colors, axes, and titles. Graphs developed in R can
be saved in a variety of formats such as pdf, png, jpeg, and postscript.

The flexibility of R makes it easy for users to interact with it. With different
commands, users can obtain important intermediate outputs instead of a single
final report. This helps the users understand both the principles and procedures of
the statistical analyses they are carrying out. One can save every line of commands
in R. Thus, it is convenient for users to keep a record of their previous work and
re-use programs for similar analyses.

R Is Community-Backed

There are numerous mailing lists, forums and blogs that provide R
resources, including tutorials, discussions, and troubleshooting. =~ Examples
are the R-help mailing list (https:/stat.ethz.ch/mailman/listinfo/r-help),
Local R User Group Directory (https://blog.revolutionanalytics.com/local-r-
groups.html), Stack Overflow (https://stackoverflow.com), Cross Validated
(https://stats.stackexchange.com) and Talk Stats (http://www.talkstats.com/).
There have been a few blogs for R in chemistry, such as “The Chemical
Statistician™  (https://chemicalstatistician.wordpress.com) and R Code for
Analytical Chemistry (https://sites.google.com/site/alisonappling/tools/r-scripts-
for-analytical-chemistry). Before posting questions, one should enter a few
keywords into Google or the dedicated R Seek (http://www.rseek.org), because
there is a great chance that one will find helpful discussions already there. In
short, R has a large and supportive community that consists of users, package
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developers, and book authors helping each other and also possibly shaping the
future of statistical software.

Disadvantages

For a researcher who is familiar with the point-and-click interface of SPSS, an
obvious disadvantage of R is the use of command lines. Although in most cases,
either one or a few command lines are enough to perform a task in R, some people
may still not be comfortable with entering commands instead of mouse clicking
and dragging. Typing may also introduce typing errors and sometimes debugging
can be a very frustrating process, especially for beginners (6, 7).

There are at least two partial solutions to this problem. On one hand,
users can easily complete common tasks via the enhanced menus of a more
user-friendly R interface like RStudio (http://www.rstudio.com), which has menus
and dialog boxes for tasks such as changing the working directory, importing and
viewing data, and installing packages. On the other hand, command typing can
be minimized after users get used to the format of help files, mimic the examples,
and reuse their own programs.

Introduction to Using R

In this chapter, all the names of R functions and packages are written in
the Courier New font. R utilizes “>" as the command prompt after which one
enters a command line. The prompt will be included sometimes for the purpose
of demonstration when both commands and output are illustrated in this chapter;
however, it does not need to be typed when one actually enters a command in
R. Readers should be aware that the same statistical analysis can usually be
conducted in multiple ways (i.e., different functions or packages) in R. We assume
most readers using SPSS are familiar with its graphical user interface (GUI). All
the R and SPSS menu names in this chapter are in Bold and arrows (“=>") are
used to indicate the orders of menu clicking.

Installation and Interface

R can be downloaded from the Comprehensive R Archive Network (CRAN)
at http://cran.r-project.org for Windows, Mac OS X, and Linux. Installation of R
is straightforward. When opening R on Windows, a frame labeled “RGui” will
appear on the screen (Figure 1).

However, this interface lacks menus for some basic tasks like importing data
sets and often frustrates new users. Thus, we strongly recommend RStudio, an
interface and R companion that can be downloaded from http://www.rstudio.com.
After installing RStudio, whenever it is started, R will start automatically in the
background. Figure 2 shows the RStudio interface, which consists of four panes.
The bottom left is the interactive console where commands are entered after the
command prompt (>) and executed when the Enter key is pressed. The top left is
the script pane where multiple lines of commands can be written and saved, but
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are not executed until the Run button is clicked. The top right is the workspace
pane where the names of data and values in the context can be shown. The bottom
right pane has menus to open files, view plots, install packages, and find help
information for functions. All panes can be rearranged and resized.

|R RGui (32-bit)
File Edit View Misc Packages Windows Help

[Rreonsole =lolx|

R version 2.15.3 (2013-03-01) -- "Security Blanket”

Copyright (C) 2013 The R Foundation for Statistical Computing
ISBN 3-900051-07-0

Platform: i386-w64-nmingw32/i386 (32-bit)

R is free software and comes with ABSOLUTELY NO WARRANTY.
You are welcome to redistribute it under certain conditions.
Type 'license()' or 'licence()' for distribution details.

Natural language support but running in an English locale
R is a collaborative project with many contributors.
Type 'contributors()' for more information and
'citation()' on how to cite R or R packages in publications.
Type 'demo()' for some demos, 'help()' for on-line help, or
'help.start()' for an HTML browser interface to help.

Type 'qf) ' to gquit R.

[Previously saved workspace restored]

Figure 1. The R console window.

-0l x|
File Edt Code VYiew Plots Session Project Build Tools Help
ol-l- B B E & Project: {Nonej v
wr | pnm3.dfx parMoma_factor2 x  carsx (@ Untitledl 3> ==[|  Workspace History =0
[ " sourceonsave = Q A~ “#Run | 9% [HSource v| il | & [@ | [ PImportDataset~ | § g
1 ~| pata -
testscore.df 22 obs. of 2 variables |
TtwowayEg 27 obs. of 3 variables 3+
v
11 6 (Top Level) * Rscipt - Files  Plots | Packages  Help =0
1 Install Packages (@) Check for Updates (&
Console -/ =0 =
ada: an R package
> t.test(control, experimental, var.equal=TRUE) —‘--I ™ ada far stachastic 20-3
boosting
Twoi Sample;t=test Ol bt Aclass forvectors | |\,
data: control and experimental = efisbithooteans
t = -4.0495, df = 20, p-value = 0.0006267 Bootstrap
alternative hypothesis: true difference in means is not Functions
equal to 0 ™ boot {originally by 13-9
95 percent confidence interval: Angelo Canty for
-17.90596 -5.73040 S
sample estimates: et
mean of x mean of y O class ctlmctvlfensvor 137
30.72727 42.54545 assification
Cluster Analysis
> j I cluster Extended L144 ~|

Figure 2. Screen shot of RStudio.
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Packages

A package for R often consists of a set of functions for a specific task, such
as linear models or graphics. A collection of basic packages will be automatically
included when R is installed. The list of installed packages can be found in the
bottom right pane of RStudio (Figure 2). The default packages are able to fulfill
most common statistical requirements of chemistry education research. However,
as the discipline develops, increasingly advanced methods are needed to analyze
data. This may necessitate the installation of additional packages via Tools =>
Install Packages in RStudio.

There are some special add-on packages with an SPSS-like interface (8)
that allow users to do basic data analysis by mouse-pointing and clicking. The
examples include Remdr (9) and Deducer (/0). It is understandable that SPSS
users may feel more comfortable with these packages. However, it should
be emphasized that the functions provided by these add-ons are very limited
compared with SPSS or R commands. Therefore, these packages are not
recommended.

Getting Help Globally and Locally

SPSS users may go through the menus to find the appropriate methods for
their questions, while R users usually take a different approach. For example, to
do a t-test, the users can first search in Google with the keywords “R function ¢
test” and learn that t.test() is the function they are looking for. The users may have
known how to use it from the linked pages, or they can look it up in the local help
files in RStudio for more details. All the help pages have the same format, which
includes Description, Usage, Arguments and Examples. Most of the time, one does
not have to read these documents thoroughly to learn how to use these commands.
For example, by looking at Usage and Examples in the Help page of Student’s
t-Test, one can easily find out that t.test(x, y) is for two-sample comparisons while
t.test(x, mu=10) is the one-sample version.

Importing Data Sets

R commands with various parameters can be very powerful and flexible
in importing and preprocessing data, but can also be counter-intuitive or even
frustrating for new users. We suggest preprocessing data, saving into text files
(.txt or .csv) in Microsoft Excel and then importing data by clicking Tools =>
Import Dataset in RStudio. Then the equivalent commands will be automatically
generated in the console and the data will be shown in a table. For example, users
see commands similar to the following ones that read data from a file named
“studentGrade.txt”, import the data into a data frame called “grades.df”, and show
the data in a table in RStudio:

|grades.df = read.table("studentGrades.txt", header=TRUE)
View (grades.df)
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Small amount of data can also be input from the keyboard. Suppose two
groups of students (11 in each group) took an exam in a research study. The
researchers can create two vectors in R (named control and experimental in
the following example) and input the exam scores from the keyboard into the
corresponding vectors:

control = ¢(31,19,28,41,30,19,26,35,34,40,35)
experimental = c(37,44,42,35,50,38,46,50,45,49,32)

Output

Output in R is plain text by default. An example of an independent #-test
output from the above dataset is shown below with a command for this #-test in
the first line, which compares the means of the exam scores in the two groups.
Before conducting this #-test, the readers should copy the above code that defines
the dataset (exam scores) and paste it to RStudio.

> t.test(control, experimental)
Welch Two Sample t-test

data: t.test(control, and experimental)
t = -4.0495, df = 19.491, p-value = 0.0006549
alternative hypothesis: true difference 1in means 1is not
equal to O
95 percent confidence interval:
-17.916178 -5.720185
sample estimates:
mean of x mean of y
30.72727 42.54545

The output reports the ¢ value, degree of freedom, and the p value. The two
groups of grades are significantly different since p < 0.05, which is supported by
the fact that zero (or no difference) is not contained within the 95% confidence
interval. Note that the “Welch” ¢-test in this example, which assumes the variances
are not equal, is the default #-test in R. A #-test with two equal variances can be
performed by adding a parameter var.equal=TRUE, as shown in Figure 2.

R Files

When exiting R, a prompt window will appear asking to save the current
workspace image that contains all the objects, functions, data, and loaded
packages. The workspace image file, which has the extension *.RData, can be
launched next time by simply clicking on it. Furthermore, all the commands
typed in the console window or script window can be saved into an R history file
with the extension *.Rhistory. This file can be opened by a common text editor so
that one may check the history of work without opening R. One can also copy the
commands in the history file and paste them into R to minimize repeated typing.
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Fundamental Statistics in SPSS and R

The statistical methods selected in this section are frequently used and
reported in the CER literature. We have chosen “Chemical Education Research”
articles published in the Journal of Chemical Education as examples to illustrate
the applications of these methods and how these analyses can be performed easily
in both SPSS and R.

Descriptive Statistics and Graphics

The first step of data analysis is usually exploratory data analysis (EDA). EDA
involves descriptive statistics and graphics that summarize and visualize the data.
This serves several important purposes, such as checking statistical assumptions,
identifying outliers and anomalies, discovering relationships among variables, and
formulating valid hypotheses (11, 12).

The mean and median are the two common measures of central tendencies.
Measures of spread include the minimum, maximum, quantiles, range, variance,
and standard deviation. R provides a simple function for each of these measures.
Example commands for some of these functions are listed in Table I. In SPSS,
these statistics can be generated by selecting Analyze => Descriptive Statistics
=> Descriptives or Frequencies.

Table I. R Command for Some Descriptive Statistics

Function Description

mean (X) Arithmetic average

median (x) Median

sd (x) Standard deviation

var (X) Variance

length (x) Number of values

quantile (x) Quantiles

summary (x) Mean, median and quantiles in one

X is a variable, just as in SPSS.

In addition to the numerical descriptive statistics, both R and SPSS provide
straightforward ways to create tables and graphical representations of data.
These tables and graphics allow researchers to visualize patterns of data, e.g.,
the distribution. Pie charts, bar charts, line charts, scatter plots, boxplots, and
histograms are the most commonly used graphs. They all can be created under
the Graphs menu in SPSS, while R can produce these graphs by using a single
command for each. For example, the boxplot in Figure 3 can be obtained with
the command:

boxplot (control, experimental, names=c ("control",
"experimental"), ylab="Grade")
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Figure 3. R boxplot.

Basic Inferential Statistics
Analysis of Difference and Association

Finding differences and associations between variables is the essential
problem for quantitative data analysis in CER. In the first volume of this book
series, Sanger (2) summarized some basic inferential statistics that researchers
applied in visualization studies in chemistry. These statistical tests include
correlation coefficients (Pearson’s r), t-tests (one-sample, independent and
dependent or paired), analysis of variance (ANOVA), post-hoc tests (2, 3), tests
of proportions (z values), and chi-square tests (tests of goodness of fit and tests of
independence or association) (2, 4). All these analyses can easily be conducted in
both SPSS and R. Table II lists the commands for some basic inferential statistics.

Table II. R Commands for Some Inferential Statistics

Function Description
cor.test (x,y) Correlation of variables x and y
t.test (posttest~group) Independent t-test with unequal variances: compare

the difference in posttest between two groups

aov (grade~group) One-way ANOVA: compare the difference in grade
between two or more groups
chisq.test (chi.data) Chi-squared test (chi.data is the name of the data)
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Regressions

In addition to the above inferential statistics, regression is also an important
tool to explore relationships among variables. It is applied to make predictions
of the dependent variable from one or more independent variables. For instance,
Rath et al. (13)used linear regression to explore how variables such as high school
GPA and SAT scores contributed to university students’ final grades in chemistry
courses. In a study of examining gender differences in mental rotation tasks of
chemistry representations, Stieff (/4) used linear regression models to investigate
the relationship between response time and angular disparity in two rotation tests.
In SPSS, the Linear Regression window appears when one clicks Analyze =>
Regression => Linear. In R, linear regression analysis can be performed with the
Im function. The following example is shown in the R help file when users enter
?7lm in R. In the example, “weight” is the dependent variable and “group” is the
independent variable:

Im.D9 = lm(weight ~ group)
summary (1lm.D9)

The output includes coefficients, R-squared, residuals, and the residual
standard error. Note that # and F statistics are also listed in the linear regression
outputs of both SPSS and R. Here is part of the R output:

Coefficients:

Estimate Std. Error t value Pr(>|t])
(Intercept) 5.0320 0.2202 22.850 9.55e-15 ***
groupTrt -0.3710 0.3114 -1.191 0.249

Residual standard error: 0.6964 on 18 degrees of freedom
Multiple R-squared: 0.07308, Adjusted R-squared: 0.02158
F-statistic: 1.419 on 1 and 18 DF, p-value: 0.249

Sometimes the dependent variable is dichotomous instead of continuous.
For instance, the outcome is either “correct” or “incorrect”. In this case, logistic
regression is appropriate for predicting a binary outcome from predictor variables.
See the chapter by Lewis (4) in this volume for more on logistic regression.
Schuttlefield ef al. (15) used logistic regression to determine the overall difficulty
of the complexity factors in gas law problems, as well as the relative difficulty of
each variable within the same complexity factor, and how these factors influenced
students’ performance. Emenike ef al. (/6) used logistic regression analyses to
identify differences among groups of participants for responses to an assessment
survey. In SPSS, the logistic regression analysis is performed by selecting Binary
Logistic or Multinomial Logistic in the Regression menu; while in R, the
function glm can be used for logistic regressions.

Reliability Analysis

Another useful inferential statistic that has been frequently reported in
CER is Cronbach’s alpha (o) (/7-23). It evaluates the internal consistency
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reliability of items in an instrument. A larger Cronbach’s alpha value means a
higher level of internal reliability. Usually o > 0.70 is required as a minimum
value for a satisfactory internal reliability of a designed instrument (24, 25). In
SPSS, Cronbach’s alpha is computed under the Analyze => Scale => Reliability
Analysis menu. Several R packages provide functions to compute Cronbach’s
alpha, e.g., the function cronbach.alpha in the package Itm.

Nonparametric Statistics

When data are ordinal (ranks) or when assumptions such as normality are
violated, nonparametric statistics should be applied (4). In the CER papers
mentioned at the beginning of this section, two nonparametric statistics are
commonly used. One is Spearman’s rho (p) as an alternative to Pearson’s » for
correlation coefficients (/8—26). The other is the Wilcoxon test, which is the
nonparametric equivalent of the paired or the two-sample #-test (26—28); the latter
is also known as the Mann-Whitney U test. In SPSS, Spearman’s rho (p) can be
obtained by selecting the Spearman box instead of Pearson in the Correlations
window. The Mann-Whitney test and the Wilcoxon test can be performed under
the Analyze => Nonparametric Tests menu. In R, the cor.test function can
be used to attain Spearman’s rho and the significance of the correlation. All
variants of the Wilcoxon-Mann-Whitney test can be conducted by the function
wilcox.test. For example, the one-sample version can be wilcox.test(control) and
the two-sample version can be wilcox.test(control, experimental).

Questions Better Answered by R

If one is using SPSS, there is a good chance of encountering its constraints.
For example, data preprocessing (cleaning, integration, etc.), Bayesian and
complex survey analysis are difficult or impossible in SPSS. But they are both
handled well in R because of R’s extension packages. We discuss a few specific
issues below.

Effect Size

Most researchers report statistical significance when inferential statistics are
involved for data analysis. Statistical significance indicates whether an effect
(difference or association) exists, but it does not show the magnitude of the effect
(29, 30). It is the effect size that quantitatively interprets the extent of the effect.
There are two types of effect size. The d family of effect size represents the
magnitude of difference; while the r family tells the strength of association (29,
30). Inthe CER literature of interest investigated for this chapter mentioned earlier,
few researchers have reported effect size (20, 21, 31-34). Of these six articles,
half of them reported Cohen’s d (21, 31, 34), which is the most commonly reported
effect size measure for the z-test. The other articles reported phi (¢, for chi-squared
tests) (32), omega squared (w?, for ANCOVA) (33), and f? (for correlation or for
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multiple regression) (20, 21). The American Psychological Association (APA)
(29, 30) has emphasized the importance of reporting effect size and its confidence
interval. We would make the same suggestion to the authors in CER.

SPSS can generate outputs of many measures of effect size in the » family,
such as 7 for correlation coefficients, ¢, eta? (n?) for ANOVA, and R? for multiple
regressions. However, SPSS does not generate outputs of Cohen’s d. It must be
calculated manually (12, 35). On the other hand, extension packages are available
in R to calculate various effect size statistics. For example, the compute.es package
consists of about twenty functions for common effect size estimates. Users can
choose different functions to compute effect sizes for different statistics, including
Chi-square tests, #-tests, and ANOVA (36). For instance, the function tes converts
a t value to Cohen’s d, calculates the variance of d, and more. Here, we use the ¢
value in Figure 2 (11 is the sample size in each of the two groups):

> tes(-4.0495, 11, 11)

SMeanDifference
d var.d g var.g

-1.7267126 0.2495804 -1.6611412 0.2309848

Rasch Model

The Rasch model is one of the most broadly recognized models under the Item
Response Theory approach (37, 38). It models the probability of a person’s correct
answer on an item as a function of the person’s ability and the item difficulty. The
Rasch model has been applied in education for decades to construct and evaluate
tests or surveys. Recently in CER, Wei, et. al. (39) employed the Rasch model to
develop an instrument based on computer modeling and examining high-school
students’ conceptual understanding of matter. Barbera (/8) applied the Rasch
model analysis in investigating the characters of the Chemical Concept Inventory
and the relationship between item difficulties and students’ abilities in answering
the questions in the instrument.

SPSS does not provide Rasch analysis directly. Thus, the analysis has to
be conducted either in specialized software such Winsteps (/8, 39, 40), or by
writing dozens of lines of complex command in SPSS syntax (4/). In R, several
packages are available for Rasch analysis. Examples of these packages are eRm
(42), psychomix (43), and Itm (44). Recently, the latter has been adopted by SPSS
(version 17.0 and above) in its extension commands, which requires installation
of R and/or another software such as Python.

Permutation Tests

Eye-tracking technology has begun to be applied in CER (45—49). One of the
important variables in eye-tracking studies is scanpath. A scanpath is a series of
eye gazes and is, in general, written in the form of a string consisting of characters.
Sequence alignment algorithms such as the Levenshtein distance (LD) are used to
quantitatively analyze the difference between two individual scanpaths. The LD
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is obtained by calculating the minimum number of operations needed to transform
one string into the other by inserting, deleting, or replacing characters. When there
are two groups of scanpaths, each scanpath must be compared with all the other
scanpaths, within the group or between groups, to obtain LD values. Therefore, a
typical #-test or Wilcoxon test is not proper to statistically analyze the differences
between scanpaths by comparing the LD values between two groups. To solve
this problem, Feusner and Lukoff (50) proposed a permutation test to compare
two groups of scanpaths. Tang et al. (48) later extended this analytical method
to scanpaths with different lengths. It was applied in exploring students’ eye
movement patterns when students were asked to relate NMR signals and organic
molecular structures.

The idea behind permutation tests is that new samples are repeatedly generated
from the original sample. Each new sample has the same values as those in the
original data set, but with different combinations of values in the experimental
groups. Statistics can be calculated for each new sample and then the p-value
can be obtained by comparing the new statistics with the statistics of the original
sample.

In R, the sample function can be used to generate new samples. Meanwhile,
functions in the RecordLinkage package were utilized by Tang ef al. (48) to
compute Levenshtein distances. As a simple example, suppose there are 3
scanpaths in one group and 3 scanpaths in the other group, which are all kept in
a vector or variable called “sp”. To compute the Levenshtein distance between
each pair of scanpaths from the two groups, the levenshteinDist function can
be employed after the RecordLinkage package is installed. The LD values are
calculated using a for loop and then stored in a 3x3 matrix called “1d”:

install (“RecordLinkage”)
library (RecordLinkage)
sp=c ("abcdbc", "bcabda", "cdabcd", "dcbaba", "cbacba", "dbcbaa")
n=3
m = 3
1d = matrix(0,n, m)
for (i in 1:n){
1d[i, 1 = levenshteinDist(sp[i], spl[(n+l):(n+m)])
}

Entering 1d will display the nine LD values:

g W s~

With Levenshtein distance values being calculated, permutation tests to
compare two groups of scanpaths can be conducted in R. On the contrary,
SPSS does not provide LD calculation in its menus. To accomplish the same
LD-permutation task, hundreds of lines of code have to be written in SPSS syntax.
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Summary

We have discussed some advantages of R over SPSS, and introduced some
fundamental aspects of R. We hope that readers will be more confident in
overcoming the unease of typing a few lines of commands. It will not take long
for one to realize that going through some well-structured R Help files or tutorials
may not be harder than going through the SPSS menus and manual. As R becomes
more popular in academia and industry, users are sincerely invited to join the
most interactive community of statistical software to share their own experiences.

Recommended Readings

There are enormous free materials for R on the Internet. Based our experience
in learning and teaching R, we recommend the beginners first take some online
tutorials so that they can easily copy, run, and modify the programs. Soon they
may find a quick reference card with only a few pages is very handy, and a short
but comprehensive book is very helpful.

Online Materials

Gardener, M. Using R for Statistical Analyses — Introduction. http://
www.gardenersown.co.uk/Education/Lectures/R/ (accessed May 2014).

Kabacoff, R. Quick-R for SAS/SPSS/Stata Users. http:/
www.statmethods.net/ (accessed May 2014).

Maindonald, J. H. Using R for Data Analysis and Graphics. http:/cran.r-
project.org/doc/contrib/usingR.pdf (accessed May 2014).

Baggott, M. R Reference Card V2. http://cran.r-project.org/doc/contrib/
Baggott-refcard-v2.pdf (accessed May 2014)

Books

Pace, L. Beginning R: An Introduction to Statistical Programming; Apress:
New York, 2012.

Kabacoff, R. I. R in Action: Data Analysis and Graphics; R. Manning
Publications Co.: Shelter Island, NY, 2011.
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Chapter 9

Designing Assessment Tools To Measure
Students’ Conceptual Knowledge of Chemistry

Stacey Lowery Bretz*

Department of Chemistry and Biochemistry, Miami University,
Oxford, Ohio 45056, United States
*E-mail: bretzsl@miamioh.edu

The misconceptions that students (and teachers) hold about
chemistry and the structure and properties of matter are
documented extensively in the literature. Most of these reports
were generated through clinical interviews with a small number
of students and the subsequent meticulous analysis of their
words, thoughts, and drawings. Concept inventories and
diagnostic assessments enable teachers and researchers to
assess large numbers of students regarding their chemistry
misconceptions. This chapter discusses methodological choices
to be made when designing such assessment tools and includes
an appendix of chemistry concept inventories listed by topic.

Introduction

Assessment has a long, rich history in chemistry education (/). From an article
in the very first issue of the Journal of Chemical Education (2) to the ACS Exams
Institute (3) which is now nearly 80 years old, chemistry teachers have long been
interested in measuring what their students do and do not know. Bauer, Cole, and
Walter draw a distinction between measuring what happens in a course vs. the
outcomes of a course (4). This chapter discusses the design of assessments that
focus upon unintended student learning outcomes, namely the misconceptions that
students have about the concepts and principles of chemistry. These assessment
tools are commonly known as concept inventories or diagnostic assessments. In
2008, Libarkin (5) summarized the development of concept inventories across a
variety of science disciplines in a commissioned paper for the National Research
Council’s Promising Practices report (6).
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While some call these inaccurate ideas ‘misconceptions,” others argue for
the term ‘alternative conceptions’ (7). Wandersee, Mintzes, and Novak (7)
distinguish nomothetic terms such as naive conceptions, prescientific conceptions,
and misconceptions from ideographic terms such as children’s science, intuitive
beliefs, and alternative conceptions. The key distinction between nomothetic
and ideographic knowledge is that the former are compared to correct scientific
information while the latter explores the explanations constructed by students to
make sense of their experiences. It is not the purpose of this chapter to argue the
epistemological and philosophical differences between these two stances. Rather,
what is important is to realize that both views have exerted methodological
influences upon discipline-based education researchers, including those in
chemistry education research (CER). When researchers take the stance that
students’ views ought to be compared against those of experts, they tend to adopt
experimental methods. Likewise, when researchers wish to investigate students’
ideas, rather than impose the scientific community’s knowledge as a framework
for comparisons, then interviews, observations, and student self-reports become
prominent methods for collecting data. Both stances are valuable to deepening
our understanding of students’ thinking. When it comes to developing assessment
tools, the distinctions between these views and methods have been blurred, with
most studies using a combination of both.

Design Considerations: Exemplar Assessment Tools

After that first article in the Journal of Chemical Education, chemists over
the next 50 years were almost exclusively concerned with what facts and theories
students ought to be taught in such curricula as ChemStudy (8) and the Chemical
Bond Approach (9) created in the post-Sputnik era. Then, in the early 1970s,
Derek Davenport authored a commentary (10), ostensibly about the importance of
inorganic chemistry in the undergraduate curriculum. He shared an anecdote that
entering graduate students in a chemistry Ph.D. program, despite having earned
undergraduate degrees in chemistry, thought silver chloride was a pale green gas,.
This one-page commentary is considered by many to be the first report of what
now might be considered a misconception. Students were certainly never taught
that silver chloride was a pale green gas. They knew enough chemistry to earn a
chemistry degree and graduate college. Where could this unintended knowledge
have come from? How did students learn information that was never taught? What
additional ideas that would make experts cringe did students construct during their
undergraduate chemistry experiences? These are some of the questions that today
focus chemistry education research on documenting students’ misconceptions and
developing assessment tools to measure their prevalence.

Development Methods

There are several approaches to probing students’ thinking and conceptual
understanding, most of which can be traced back to Piaget’s clinical interviews
(11). This chapter focuses on the development of multiple-choice assessment tools

156
In Tools of Chemistry Education Research; Bunce, D., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2014.



geared toward measuring students’ conceptual knowledge. As such, interviews are
discussed only to the extent that they inform the development of a multiple-choice
assessment tool.

In order to explore the range of possibilities for constructing such a tool,
four exemplars are discussed below to highlight the variety of procedures used
in the design of such tools. In chronological order of their development, the four
exemplars are

*  Covalent Bonding and Structure Diagnostic (/2)

*  Chemistry Concept Inventory (/3)

*  Foundational Concepts before Biochemistry Coursework Instrument (/4)
*  Enzyme-Substrate Interactions Concept Inventory (/5)

This chapter discusses the numerous elements involved in developing an
assessment tool focused on misconceptions for a chemistry classroom — from
content selection to classroom implementation. In each phase of development,
multiple examples are provided, drawing heavily on the four assessments
listed above. Additional references in the literature are noted for detailed
methodological discussions beyond the scope of this chapter.

Content Selection

When it comes to delineating what content will be assessed and what content
is beyond the scope of interest, there are multiple approaches to identifying the
boundaries. Some researchers focus on a narrow concept and what content ought to
be learned regarding one particular topic, while others focus on what content might
be prerequisite to learning new content. Still others assess conceptual knowledge
across multiple concepts within a single course. Examples of each of these are
described below.

Treagust outlines a 10-step procedure for developing diagnostic instruments
(16), the first four of which involve specifying the content. The central tenet
for identifying the content necessary to develop a diagnostic tool according
to Treagust requires one or more experts (in this particular case, a chemistry
education researcher) to identify the essential propositional knowledge statements
and connect them to one another by creating a concept map. It bears noting
that not every proposition directly correlates to one item on the diagnostic.
For example, although there were 33 propositional statements identified when
creating the Covalent Bonding and Structure Diagnostic, the tool itself consists
of just thirteen items.

Villafafie (/4) and colleagues collaborated with an expert community of
biochemistry instructors when designing their assessment tool. Together, they
identified five core concepts in general chemistry (bond energy, free energy,
London dispersion forces, hydrogen bonding, and pH/pK;) and three in biology
(alpha helix, amino acids, and protein function) that were considered to be among
the prerequisites to learning biochemistry.
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When Mulford and Robinson (/3) created the Chemistry Concept Inventory
(CCI), they triangulated several sources of information to identify the focus of
their assessment. First, they were interested in measuring what prior knowledge
students brought with them when they enrolled in a university general chemistry
course. Second, they generated a list of possible concepts by surveying
general chemistry textbooks, reports calling for change in the general chemistry
curriculum (17, 18), the general chemistry exam from the ACS Examinations
Institute (3), and the voluminous literature on chemistry misconceptions. Unlike
Treagust’s focus on one particular concept, or Villafane’s emphasis on prerequisite
knowledge for an upper division course, the CCI measured misconceptions on
several concepts that students were expected to learn in a general chemistry
course.

While the CCI was criticized by some chemistry faculty for including
particulate images in the items and answer choices, it was in many ways “ahead
of its time”. However, particulate images would soon be ubiquitous. Within
the next decade, Alex Johnstone (/9) would be honored with the ACS Award
for Achievement in Research on the Teaching and Learning of Chemistry, in
part for his significant contributions toward demonstrating the importance that
students understand particulate representations of matter. When developing the
Enzyme-Substrate Interactions Concept Inventory (ESICI), Bretz and Linenberger
(15) chose to identify the particulate content of their assessment by focusing
upon students’ confusion when trying to interpret multiple representations of
enzyme-substrate interactions, often resulting in cognitive dissonance (20) on the
part of the student.

Eliciting Students’ Ideas

Treagust (/2) identifies three keys steps for gathering information about
students’ misconceptions. First, a thorough review of the literature is warranted,
as is the case with any research project. What has previously been reported
regarding students’ thoughts and misconceptions about the content of interest?
Second, an individual clinical interview is conducted with each student in the
sample. Students are asked open-ended questions, and their responses are probed
for clarity, consistency, and comparison to expert-like responses. These interviews
are digitally recorded, to facilitate the production of verbatim transcripts. Third,
the collection of transcripts is analyzed to identify patterns and themes using
constant comparative analysis (2/).

Item Design

Given the different methods for identifying content and eliciting student
thinking, it is not surprising to learn that there are variations when it comes
to writing items. In Treagust’s model, given the importance of propositional
statements, each item must be directly correlated to one or more propositional
statements. The multiple choice item with distractors from the interviews
is presented to students, along with a request for the students to share, in a
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free-response format, their reasons for choosing their answer. These reasons are
then used to create “two-tier” items in a subsequent version of the assessment
tool. The first item in a two-tier asks students to share what they think; the
second item asks students to share why they think as they do. If interviews and
free responses indicate that students harbor multiple misconceptions about a key
propositional knowledge statement, then the distractors will also reflect those
multiple misconceptions.

Mulford and Robinson (/3) drew inspiration from the literature regarding
misconceptions, creating 7 items directly from tasks used in interview protocols
designed for eliciting student ideas. The remaining CCI items were created from
interviews and the research literature as with Treagust’s model.

Villafafie and colleagues took a different approach to writing items. Rather
than crafting one item for each misconception, they sought to build in redundancy
in their instrument from the beginning. Each misconception was measured by a set
of three items, created to measure student understanding regarding one of the eight
prerequisite ideas for biochemistry. The distractors for each set of three items were
‘matched’ to see if students would consistently select the same incorrect idea.

While Treagust, Villafafie, and Mulford all began with expert-identified
content and drafted items in response, Bretz and Linenberger took a different tact
when designing items for the ESICI. That is, rather than impose a “top-down”
expert-driven content framework upon students, the content that ultimately
was included in the ESICI emerged in an authentic, “bottom-up” process
driven entirely by students’ misconceptions about particulate representations of
enzyme-substrate interactions. Distractors to generate “two-tier” items on the
ESICI were not gleaned from open-ended written responses, but rather from the
semi-structured interviews in which students were asked to not only discuss their
understanding of multiple representations of enzyme-substrate interactions (20),
but also to annotate the representations themselves using digital paper and pen
technology (22).

Validity and Reliability of Data

Designing measurements requires that close attention be paid to ensuring
the validity and the reliability of the data generated by the instrument. In some
ways, validity and reliability are akin to the chemistry constructs of accuracy and
precision, respectively (23, 24).

Validity Methods

Treagust developed his distractors by drawing upon the methods reported by
Tamir (25) in which students provided answers to open—ended essay questions.
In the case of distractors drawn in part or in whole from the students’ written
thoughts and ideas, the authenticity, and therefore face validity, is much higher
than incorrect answers crafted by what Tamir called “professional test writers.”
Students can be helpful in improving validity not only before data are collected
with an instrument, but afterwards as well. Mulford and Robinson (/3) and
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Bretz and Linenberger (/5) conducted interviews with students after they had
answered the items, in order to investigate if students understood and interpreted
the language and syntax of the items as they were intended to be. This post-hoc
analysis of face validity with students requires interviewing students who
performed across a range of scores, being sure to include lower-performing
students so as to avoid the error of validating only with students who have better
content knowledge. Tamir recently published (26) a protocol for exploring the
importance of students’ justification of their choices when responding to multiple
choice items.

To ensure the content validity of Treagust’s propositional knowledge
statements and concept maps (/2), both were subjected to careful scrutiny by
experts in the discipline, including both scientists with extensive content expertise
and science educators. These experts were asked to scrutinize the content
for omissions, errors, or any contradictions. Mulford and Robinson (/3) also
employed content experts to ensure content validity, examining the responses of
chemistry graduate students and faculty with expertise in chemistry education
research.

When establishing content validity for the data generated by assessments
intended to measure students’ misconceptions, one caution is in order. Subject
matter experts can be susceptible to “expert blindspots”. For example, in the
development of the ESICI, Bretz and Linenberger subjected the items to expert
review as described above. Multiple instructors raised concerns about the use of
“lock-and-key” and “induced-fit” images, noting that they never used these words,
but rather, focused on complementarity of sterics and charge when discussing
enzyme-substrate interactions. An analysis of the data corpus from student
interviews revealed that, while faculty might not use the words “lock-and-key”
or “induced fit,” their students certainly did. These phrases were already in
the students’ vocabulary from previous courses in chemistry and biology, and
therefore, shaping their mental models. Mulford and Robinson faced similar
criticism from faculty during their expert review about including particulate
images in the items. Faculty are indeed experts in content, but are not always
aware of the quality and quantity of prior knowledge that students bring with
them.

Villafafie (/4) discusses the use of both exploratory factor analysis and
confirmatory factor analysis to examine the internal structure, i.e., construct
validity, of an instrument. Given their emphasis on writing three items for each
of the eight concepts, factor analysis was a tool well suited to providing evidence
that Villafane.had indeed succeeded in building in what they called “replicate
trials” within one measure.

Lastly, asking students with different backgrounds (e.g., general chemistry
students vs. organic chemistry students) provides the opportunity to establish
concurrent validity, i.e., a measure of whether students with more instruction
(and therefore, hopefully more knowledge) perform better than those with weaker
backgrounds or less instruction. For example, Bretz and Linenberger (/5)
analyzed responses on the ESICI according to the students’ self-reported majors
including nutrition/exercise science, prehealth professions, biology, chemistry,
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and biochemistry because each of these majors has had different levels of science
instruction.

Reliability Methods

After all the items have been created, Treagust (/2) recommends creating what
he calls a “specification grid” as one last check to ensure each item still tightly
corresponds to both the propositional knowledge statements and the concept map.
This grid “closes the loop,” so to speak, to ensure internal consistency, i.e., internal
reliability, between the assessment tool and the development process.

Measuring external reliability is important to demonstrating that students are
consistent in choosing their responses, i.e., students are not randomly guessing.
Villafafie and colleagues (/4) measured consistency of responses through the
design of their instrument—three items per concept and matched wrong answer
choices for each of the three items.

A test-retest design also affords the opportunity to examine how consistent
students’ responses are over time. Bretz and Linenberger (/5) administered
the ESICI twice to the same group of students, with the administrations of the
instrument separated in time by one month. Both the descriptive statistics (mean,
median, standard deviation, skew) and a Wilcoxon signed ranks test indicated no
significant difference between the students’ responses. That is to say, the incorrect
ideas the students held when answering the ESICI the first time were stable and
remained constant when students responded for a second time.

A third method for exploring the consistency of student responses involves
asking students to indicate their confidence about each response. Caleon and
Subramaniam (27, 28) first introduced the confidence measure as a Likert scale
by creating a “four-tier” instrument that consisted of four components: what,
confidence level, why, confidence level. Students indicated their confidence level
on a nominal scale: just guessing, very unconfident, unconfident, confident, very
confident, or absolutely confident. Collecting data about students’ confidence
permits an analysis of confidence when correct vs. confidence when incorrect.
McClary and Bretz (29) developed a diagnostic tool about acid strength of organic
acids and subsequently modified Caleon and Subramaniam’s confidence scale to
an ordinal scale of 0% confident (just guessing) to 100% confident (absolutely
certain) in order to permit a more quantitative treatment of the data. A plot of item
difficulty vs. student confidence lead McClary and Bretz to the conclusion that
confidence varied little, despite differences in item difficulty. That is, students do
not know what they do not know.

Limitations

While establishing validity is an important prerequisite to establishing
reliability, it is important to note that data collected to investigate validity and
reliability in the initial creation of the instrument do not subsequently establish
validity and reliability forever after. That is to say, the instrument is not reliable,
nor is it valid for all circumstances and populations. Validity and reliability are
characteristics of data, not the instrument used to collect the data. Each time data
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are collected, the validity and reliability of that data must be re-established (30,
31).

Furthermore, when scrutinizing the literature and examining the results of
administering an assessment tool focused on misconceptions, it is important
to ascertain how similar the sample of students from which data are to be
collected is to the samples previously reported in the literature. Were the results
reported for students in secondary school or university settings? For university
chemistry majors or nonchemistry majors? High school chemistry teachers? No
instrument is ever “perfect” in the sense that it requires no further modifications
for use in a different circumstance or population. Each successive administration
with different students in different settings can be expected to reveal nuanced
differences in understanding.

While the statistical calculation of the Cronbach alpha (32) affords the
opportunity to quantify internal consistency, i.e., reliability, this number has been
the subject of recent skepticism with regard to interpreting its significance for
measuring misconceptions (29, 33). A threshold alpha value of 0.7 is typically
used as a cut-off to suggest that the items are internally consistent. This is
reasonable when high inter-item correlations are expected. However, when
measuring misconceptions where knowledge is fragmented in students’ minds,
expecting highly correlated responses is optimistic at best. Furthermore, given
the development processes described above whereby multiple distractors for
one item can represent multiple misconceptions, it is implausible to suggest that
how a student responds to one item ought to be highly correlated to how that
same student responds to another item—particularly if the assessment covers
multiple concepts. Lasry and colleagues (34) have collected data to challenge the
reliability of individual items, despite the overall reliability of the assessment tool
as a collection of items.

These same considerations limit the value of factor analysis to indicate validity
in that it is most useful when a researcher has the expection that questions and
students’ responses to those questions will correspond to one another. However,
cluster analysis (35) has recently emerged as a technique of some interest given
its focus on grouping students who reason with similar models, as opposed to
grouping questions as is typically done in factor analysis (36). Publications by
Adams and Weiman (33), Ding and Beichner (37), and Arjoon and colleagues
(24) explore the benefits and shortcomings of multiple methods for establishing
the validity and reliability of data in the development of assessment measures.

Measuring What and How Much Chemistry Is Learned

The first level of analysis is simply reporting the percentages of students
who have a scientifically correct understanding, and the percentages of students
who choose each of the major misconceptions. Means with standard deviations,
medians with ranges, and histograms are all useful methods for reporting data—for
all of the items on the inventory as a whole, as well as for each individual item.

When two-tier items are used, percentages can be stratified by the response to
both the what question and the why question. For example, if the what question
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has 4 possible answers, and the why question has 4 possible answers, there are
16 possible response patterns (see Table 1). With an instrument consisting of
a dozen or more questions, the number of unique response options chosen by
students quickly multiplies. Cluster analysis is a useful tool for distinguishing
among the common reasoning patterns or models used by students amongst such
a large number of possible responses.

Table 1. Sixteen unique possible response patterns for students to two-tier
questions with four responses each

What? (Tier 1)
_ A |B |C |D
a1 2 3 4
=B |53 6 7 8
~[c o 10 |11 |12
S[D |13 [14 [15 |16

If the assessment is given to multiple demographics (e.g., students in general
chemistry and students in organic chemistry, majors vs. non-majors, etc.), then
each of these analyses may warrant comparisons across demographics, assuming
the sample size is large enough to justify such comparisons. In some studies,
such as the development of the CCI by Mulford and Robinson (/3), researchers
purposefully chose to exclude students who were repeating the course from their
data analysis.

Pre-post designs to measure “value added” or knowledge gains can be done
with anonymous data by reporting the means for the entire data set and creating
histograms of pre-scores and post-scores. However, if students provide identifying
information of some kind (email address, a 4 digit code, etc.), then student data can
be paired from pre- to post-test, allowing the calculation of gain at the level of each
individual student. Scatter plots of pre-scores vs. post-scores can identify students
who improved and students who declined. Normalized gains (38) can be calculated
to determine what fraction of the possible gain was achieved. Rasch analysis,
which simultaneously examines item difficulty and student ability, has also been
used to examine learning gains in chemistry students (39, 40). Determining if
differences or gains are statistically significant requires paying careful attention
to sample size, establishing equivalence of samples, power, and the reporting of
effect sizes. Readers are directed to Lewis and Lewis (4/) for a detailed, thorough
discussion of the common errors when using a t-test when trying to establish
statistically significant differences in chemistry education research.

One recent report in the literature (42) cautions that the act of asking students
to respond to assessment tools that contain not just incorrect answers, but also
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misconceptions, as responses can in fact be generative of misconceptions in those
students. More research is needed to explore the generalizability of this finding.

Recommendations for Classroom Teachers

While interviewing students can provide a rich data set and numerous insights
into their thinking, it is not a practical choice for most teachers. An individual
interview can easily last 30—-60 minutes, even when focused on limited content or
specific representations. Transcribing and analyzing multiple interviews to find
themes or patterns in the students’ thinking takes a great deal of time. Therefore,
using assessment tools that are grounded in the analysis of students’ open-ended
responses provides chemistry teachers with a practical, more efficient alternative
to access both the range and prevalence of their students’ thoughts. These tests
can be administered as paper-and-pencil tests and are easy to score. Data can
be collected in a lecture or classroom setting, or administered to students in the
laboratory setting to answer before beginning their experiment for the week.

These assessment tools could be administered as a diagnostic to measure
what incorrect prior knowledge students bring with them into a course from
life experience and/or previous instruction. As Villafafie and colleagues note,
“students’ incorrect ideas from previous courses...could hinder their learning ...
since they would be unable to correctly apply their knowledge to new contexts.”
((I4), p. 210) However, simply knowing what incorrect ideas a classroom of
students holds about the behavior of atoms and molecules is not enough. A
teacher cannot simply tell students their ideas are ill-informed and proceed to
teach as though such ideas can be replaced with expert knowledge. Once a
teacher is aware of what her students already know, she must design instruction
accordingly (43). Students need to encounter discrepant events (44) to realize the
inadequacy of their thinking and to construct more powerful models.

These assessments can also be used to measure what students learn as a result
of instruction by measuring students’ understanding with a post-test, or perhaps
even the gain measured by the differences between pre- and post-administrations
of the inventory. Collecting data on students’ misconceptions after instruction
provides one measure of the quality of instruction, especially if an intervention
was designed to help students confront and re-structure their thinking based on
the results of measuring their prior knowledge. Comparisons can be made within
the same semester for one group of students, or from one year to the next using a
historical control to measure gains due to changes in pedagogy or curriculum.

Recommendations for Chemistry Education Researchers

As researchers consider what new assessment tools are warranted (e.g.,
content areas where student understanding is not yet reported in the literature),
collaboration with professional societies to identify the most foundational and
cross-cutting ideas will be important. The eight concepts that frame Villafafie
and colleagues’ work were cited by the American Society for Biochemistry and
Molecular Biology (45) as essential for students to learn in a biochemistry course.
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The ACS Examinations Institute has recently published their methodology for
creating the Anchoring Concepts Content Map (ACCM) (46). Each ACCM
consists of 10 big ideas that cut across the entirety of chemistry, followed by
enduring understandings, sub-disciplinary articulations, and specific content
details. The ACCMs for general chemistry (47) and organic chemistry (48)
have been published. ACCMs for physical chemistry, analytical chemistry, and
inorganic chemistry are under development and could be used to explore students’
misconceptions and development assessment items using any of the methods
described above.

Regardless of the content focus of new instruments and research studies,
chemistry education researchers need to pay careful attention to methodological
choices and analytical decisions. This chapter outlines several choices for
researchers with regard to eliciting students’ ideas and item design. While there
is no “one right way” to design a concept inventory, design choices do shape the
validity and reliability of the data and the claims that researchers are able to make
on the basis of their data.

Appendix
Chemistry Diagnostic Assessments and Concept Inventories

Atomic Emission and Flame Tests

*  Mayo, A. V. Atomic Emission Misconceptions as Investigated through
Student Interviews and Measured by the Flame Test Concept Inventory.
Ph.D. Dissertation, Miami University, Oxford, OH, 2013.

Biochemistry (multiple concepts)

« Villafafie, S.; Bailey, C.; Loertscher, J.; Minderhout, V.; Lewis, J. E.
Biochem. Molec. Biol. Educ., 2011, 89, 102-109.

Bonding

* Luxford, C. J.; Bretz, S. L. J. Chem. Educ., 2014, 91(3), 312-320.
*  Peterson, R. F.; Treagust, D. F.; Garnett, P. Res. Sci. Educ., 1986, 16,
40-48.

Chemical Reactions/Light/Heat

* Artdej. R.; Ratanaroutai, T.; Coll, R.; Thongpanchang, T. Res. Sci.
Teach. Educ., 2010, 28(2), 167-183.

*  Chandrasegaran, A. L.; Treagust, D. F.; Mocerino, M. Chem. Educ. Res.
Pract., 2007, 8, 293-307.

e Jensen, J. D. Students’ Understandings of Acid-Base Reactions
Investigated through their Classification Schemes and the Acid-Base
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Reactions Concept Inventory. Ph.D. Dissertation, Miami University,
Oxford, OH, 2013.
e Linke, R. D.; Venz, M. 1. 1978. Res. Sci. Educ., 1979, 9, 103-109.
e Wren, D.; Barbera, J. J. Chem. Educ., 2013, 90(12), 1590-1601.
Enzyme-Substrate Interactions

* Bretz, S. L.; Linenberger, K .J. Biochem. Molec. Biol. Educ., 2012,
40(4), 229-233.

Equilibrium

* Banerjee, A. C. Int. J. Sci. Educ., 1991, 13(4), 487-494.
*  Voska, K. W.; Heikkinen, H. W. J. Res. Sci. Teach., 2000, 37(2), 160-176.

General Chemistry (multiple concepts)

* Krause, S.; Birk, J.; Bauer, R.; Jenkins, B.; Pavelich, M. 34th ASEE/IEEE
Frontiers in Education Conference, October 20-23, 2004, Savannah, GA.

*  Mulford, D. R.; Robinson, W. R. J. Chem. Educ., 2002, 79(6), 739-744.

Inorganic Qualitative Analysis

* Tan, K. C. D.; Khang, N. G.; Chia, L. S.; Treagust, D. F. J. Res. Sci.
Teach., 2002, 39(4), 283-301.

Ionization Energy

e Chan, K.-C. D.; Taber, K. S.; Goh, N.-K.; Chia, L.-S. Chem. Educ. Res.
Pract., 2005, 6, 180-197.

Organic Acid Strength
*  McClary, L. M.; Bretz, S. L. Int. J. Sci. Educ., 2012, 34(5), 2317-2341.
Particulate Nature of Matter

*  Nyachwaya, J. M.; Mohamed, A.-R.; Roehrig, G. H.; Wood, N. B.; Kern,
A. L.; Schneider, J. L. Chem. Educ. Res. Pract., 2011, 12, 121-132.

Redox Reactions
e Brandriet, A. R.; Bretz, S. L. J. Chem. Educ., 2014, in press
Structure of Matter/Changes of State/Solubility/Solutions

* Adadan, E.; Savasci, F. Int. J. Sci. Educ., 2012, 34(4), 513-544.
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Chapter 10

Measuring Knowledge:
Tools To Measure Students’ Mental
Organization of Chemistry Information

Kelly Y. Neiles”

Department of Chemistry, St. Mary’s College of Maryland,
St. Mary’s City, Maryland 20686, United States
*E-mail: kyneiles@smcm.edu

The selection of tools to measure students’ knowledge in
chemistry is an incredibly important but difficult step in the
designing of chemistry education research studies. While
traditional content tests can provide information as to students’
understanding of facts, they often miss the nuances in students’
understanding of the complex relationships between the topics
in chemistry. Tools that measure students’ structural knowledge
of chemistry concepts rather than their factual knowledge may
provide richer data for researchers to utilize and interpret. This
chapter will describe the use of measurement tools that create
network representations of students’ structural knowledge of
chemistry concepts as a way to assess and better understand
students’ chemical knowledge.

Introduction

When designing a chemistry education research study one of the many
important decisions a researcher will make is what student outcomes he or she
will investigate. The outcomes desired drive the selection or creation of valid
measurement tools used to measure these outcomes. In chemistry education
research, this often involves the choice of an indicator of students’ understanding
or learning of chemistry concepts. Depending on the research question being
evaluated, the researcher may need a measure of change in students’ understanding
or of gains in students’ learning of chemistry concepts.
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Students’ understanding and knowledge of chemistry concepts are usually
measured through the use of traditional content tests. These tests are often found
in the form of multiple choice or open-ended questions. While these testing
procedures provide important insights about the students’ declarative knowledge
(knowledge of the facts within a concept), they may not provide a complete
picture of students’ understanding in chemistry. Take for instance the following
test question:

1. Select the best Lewis structure for NH4*.

B 9+

H

|
H—N=H

Students who choose the correct answer (C) may do so because they have an
accurate understanding of the chemistry concept (drawing Lewis dot structures,
polyatomic ions, formal charges, etc.). They may, however, select that answer
because they believe that molecules will form certain structures because they
‘like to be balanced or symmetrical’, a common misconception identified in a
study of Lewis structures by Cooper, Grove, Underwood, and Klymkowsky
(7). This misconception may lead students to select the correct answer on this
particular question, but may result in difficulties answering future questions.
From the scoring of this test a researcher may infer that the student’s knowledge
of this chemistry concept was complete and accurate, though this may not be
the case. This disconnect between the measurement instrument and the student’s
chemical understanding may call for the use of an alternative measurement that
provides further detail of the student’s understanding, such as a measurement tool
that evaluates the way the student stores his or her chemical knowledge. The
use of an alternate measurement method that probes the details of a student’s
mental organization may result in more complete data being collected on the
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student’s understanding. This could in turn provide more in-depth insights into
the chemistry learning process.

Unfortunately, there are currently no instruments that can create an exact
replication of a student’s understanding or mental organization of chemistry
concepts. Unlike many other areas of chemistry research, the sample (student)
can’t be placed in an instrument to provide a readable output for interpretation.
The selection of research methods to investigate a student’s understanding of
chemistry is a very complex process that must be considered carefully so that
the inferences made from the data are valid and reliable. This problem of
how to measure a student’s understanding and mental organization of chemical
knowledge has long plagued the education researcher. To make informed
decisions on the selection of measurement tools to investigate a student’s
understanding of chemistry concepts, chemistry education researchers must first
recognize how the student represents or stores the information in his or her mind.

Structural Knowledge

A description of a student’s mental organization of information, also
known as structural knowledge, is described by Mayer’s (2) theory of schemas,
which includes four underlying points. First, the concept of schema (structural
knowledge) is general. It can be applied to a wide variety of situations as
a framework for understanding incoming information. In other words, we
create structural knowledge in a variety of situations and with many different
topics. Second, a schema is a description of knowledge. It exists in memory as
something that a student knows. Third, a schema has structure that is organized
around a theme or concept. Finally, a schema contains ‘slots’ that are filled by
specific pieces of information. These four points describe the basis for how a
student creates structural knowledge used to store information long term for later
acquisition and use. These points also allow chemistry education researchers to
use a student’s structural knowledge as a measure of his or her understanding of
chemistry information.

The theories of structural knowledge describe the processes people utilize
to remember and use knowledge. In his theory of structural knowledge, Bartlett
(3) describes the act of acquiring new information as requiring the student to
assimilate new material into his or her existing concepts. The outcome does
not result in a duplication of the new information, but instead a new product
in which the student’s current structural knowledge and incoming information
are combined into something that is meaningful to the student. In this process,
the new information, previous knowledge, context, personal experiences, and
current goals of the student all come into play in the altering of the student’s
structural knowledge. The student changes the new information to fit his or her
existing concepts, or changes his or her existing concepts to accommodate the
new information. When these changes occur, details of the original information
may be lost as the knowledge becomes more coherent to the individual.

In his paper on a model of learning as conceptual change, Hewson (4)
investigated the conditions under which a person holding a set of conceptions
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on a topic would change these conceptions as a result of being confronted by
new experiences. The conceptions would be altered either by incorporating these
experiences or replacing them because of their inadequacy. The model proposed
by Hewson emphasizes the importance of the person’s existing understanding
of the topics and the role these preconceptions play in the assimilation or
accommodation of new information.

As expertise in a domain grows, through learning and experience, the
elements of structural knowledge become increasingly interconnected (5, 6).
Someone who is highly knowledgeable in a certain topic would thus have a
highly integrated structural knowledge of the concepts within that topic. When a
student learns new chemical information, his or her structural knowledge of the
information changes. As a student gains more chemical knowledge, he or she
alters the structural knowledge to accommodate the new information. We would
thus expect a student’s structural knowledge to become more like that of an expert
as the student increases his or her chemical knowledge (7, §). The changing of
a student’s structural knowledge may therefore be used as a measurement of the
changes in understanding of chemistry concepts.

A measurement of student’s structural knowledge may provide a more
complete picture of the student’s understanding of chemistry concepts than a
purely fact-based content test. Measuring structural knowledge leads to a better
understanding of the connections and hierarchical structure the student uses
to store the chemical information for later retrieval and use. Unfortunately,
unlike factual knowledge that can be measured using traditional content exams,
a student’s structural knowledge is much more difficult to access and measure.
It requires the creation of networks that represent the student’s understanding of
various topics.

Network representations have been widely used in various areas of cognitive
science as measures of memory retrieval and human performance (9—17). In these
studies, a network representation of student knowledge is described as a graph or
representation that includes two major components: points and lines. The points,
often referred to as nodes or vertices, represent the main idea or key terms present
in the concept. In Figure 1, the nodes included are Chemical Bonding, lonic
Bonding, Ions, etc. The lines represent connections between the nodes. In other
published research reports, the lines may also be referred to as edges, links, bonds,
ties, and/or relations.

Once created, network representations of a student’s chemical knowledge
can be used to assess the student’s understanding of chemistry topics or used to
assess any changes in his or her understanding due to some type of intervention.
Before we discuss how to utilize these networks, we must determine how to create
the network representations in the first place. The next section of this chapter
will investigate two methods for creating network representations of a student’s
structural knowledge: concept mapping and proximity data techniques.
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Chemical
Bonding

Types...

Covalent
Bonding

lonic
Bonding

Formed from...

Types...
Metals Non-Metals
(Cations) (Anions)

Figure 1. Example of a portion of a network representation of chemical bonding.

Concept Mapping

Concept maps have been shown to provide a measure of the structure of
a student’s knowledge in a certain topic or subject area (/2, 13). The concept
mapping principle works on the theories described above that describe knowledge
as being structural in nature. Concept mapping can capture that structure in a
graphical or network representation (8, 13, 14).

A concept map is a graphical representation consisting of nodes and lines, (7).
In this representation, nodes are labels for important concepts (often keywords or
terms) in a certain topic. The lines represent a relationship between a pair of nodes.
The label on a line, if included, outlines how the two concepts are related.

As a student’s understanding of a chemistry topic grows, his or her knowledge
of the elements (nodes) in the topic become increasingly more interconnected
(5, 6). We would thus expect a concept map created by a student with a full
understanding (sometimes referred to as expertlike) of a chemistry concept to be
more interconnected than that of a student with a novice understanding of the
concept (7). This assumption allows concept maps to be used as an assessment of
the completeness of a student’s understanding of chemistry concepts. In a study by
Francisco, Nahkleh, Nurrenbern, and Miller (/5), the researchers investigated the
connectedness of students’ understanding in chemistry by investigating concept
maps created by the students. Figure 2 shows examples from this study of a high
quality concept map (highly connected nodes) and a low quality concept map (low
number of connections.
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Figure 2. Examples of concept maps drawn by chemistry students. From
Francisco, et. al. (15). Concept map A shows a connected knowledge structure;
concept map B shows a lack of connections between closely related concepts.
Reprinted with permission from Francisco, J.S., Nahkleh, M.B., Nurrenbern,
S.C., Miller, M.L., J. Chem. Ed., 2002, 79, 248. Copyright 2002 American
Chemical Society.

In this study, the researchers were able to assess the quality of students’
understanding of the chemistry topics by evaluating the links present in the
student-created concept maps. By studying the concept maps, the researchers
were able to investigate the connectedness of students’ understanding, something
they may not have been able to determine using traditional measurements such as
multiple choice tests.

Ruiz-Primo, Shavelson, and Schultz (7) describe three components that must
be present for the use of concept maps as measures of student understanding,
namely: 1) a task that invites the student to provide evidence of his or her
knowledge structure of a chemistry concept; 2) a format for the student’s response;
and 3) a scoring system by which the student’s concept map can be evaluated
accurately and consistently. Without any one of these three components, the
use of concept mapping cannot be considered assessment. There are, however,
many variations in the use of concept mapping as assessment. These variations
can be found in the tasks that the student is asked to complete, the format of the
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concept maps the student is asked to create, or the method of evaluation used to
score the student’s concept maps. See Ruiz-Primo, Shavelson, and Schultz (7) for
a detailed explanation of the different types of concept mapping tasks used for
assessments based on variations of the three components.

In the field of chemistry education, concept mapping has been used by many
as a teaching pedagogy to help student understanding (/6—/8). The manner
described here involves a shift in the perception of concept mapping tasks
from learning tasks to tasks that can be used as an assessment. This shift was
exemplified by the use of concept maps in the study by Francisco, et. al. (75).
In this study the researchers used concept maps created by the students as an
assessment of the students’ understanding of chemistry concepts and how these
understandings changed through the use of alternative study and assessment
techniques. The concept maps were constructed by students as pre and post
laboratory assignments. The researchers identified the links in the students’
concept maps as correct, correct but noninformative, incorrect, or duplicate.
These codes were then used to evaluate the concept maps through the following
scoring algorithm:

# correct (links) — # wrong or noninformative (links)

total # of connections made

Through the use of concept maps as an assessment, the researchers found
that the conceptual understanding was a factor in the students’ performance and
that the alternative study methods described appeared to enhance students’ ability
to correctly solve complex problems. By using concept maps as assessments as
seen in the study described here, researchers can create more detailed pictures of
a student’s understanding of chemistry topics than a content test can provide.

The use of concept mapping can, however, pose certain problems for the
researcher. One issue is that the student must be able to evaluate his or her own
understanding of a chemistry concept and try to reflect that understanding in the
concept map task. This degree of reflection is often something that must be taught
to the student through modeling by the instructor (this modeling should occur
throughout the course multiple times and in different situations). The student
also has to subjectively evaluate his or her own understanding and recreate that
understanding in some type of concept map format (/8). This introduces a degree
of subjectivity into the data collection even if that subjectivity is coming from the
students themselves.

Another point of subjectivity comes from the researchers’ interpretations in
scoring the concept map created by the students (/8). Even when a strict rubric
is utilized, as it should be, there is a degree of subjectivity in the evaluation of
the concept maps. The researcher must infer the meaning behind the student’s
choices in the concept map and place value on the connections the student chooses
to create. These difficulties in the use of concept maps have led to a search for
a more objective measurement of students’ structural knowledge. One result
of this search was a method of creating network representations of students’
understanding involving the use of something called proximity data, which is
described in the next section.
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Proximity Data Techniques

Proximity data can be used as an alternative to concept mapping when the
researcher seeks a more objective data collection process because it takes both the
student’s and the researcher’s interpretation of the student’s understanding out of
the creation of the network representation (/9). Proximity data can be collected
in a number of different ways. Essentially any time you can identify connections
between people, places, ideas, concepts, etc., you can create proximity data. The
amount of data collected in these methods often lends itself to electronic data
collection methods that allow the data to be collected quickly, efficiently, and on
a large scale.

One method of collecting proximity data that can be very useful in education
research involves asking the student to make relationship and similarity judgments
about a set of key terms that will later be used in the network as nodes. These
judgments could be made in a number of different ways as outlined in Table 1.

Table 1. Proximity Data Collection Methods

Data Collection Method Procedure

Pair-wise Key terms are shown to the student in pairs. The
student is asked to judge the relatedness of each pair of
words on a Likert scale from 1 (completely unrelated)
to 9 (completely related).

List-wise On the right side of the screen the student is shown a
list of key terms. On the left side of the screen a single
key term appears. The student is then asked to select
which of the key terms from the list (right side), the key
term (left side) is most related to.

Clustering The student is shown a computer screen with the key
terms positioned in random order around the screen.
The student is then asked to drag-and- drop the key
terms so that their spacing from one another indicates
the relationships the student believes the key terms to
have with one another. The student is instructed to
drag related terms closer together and unrelated terms
farther apart.

Each of the methods described in Table 1 results in a set of proximity
data. There are an infinite number of additional methods that could lead to
proximity data appropriate for creating structural knowledge networks, therefore,
an exhaustive list could not reasonably be included in this chapter. The three
methods described in Table 1 were chosen to represent the most widely used data
collection methods in education research. There are pros and cons to each of the
methods described here, which are addressed more fully in a paper by Clariana
and Wallace (/9). The method chosen for data collection should optimize the
creation of valid networks yet still work within the specifications and limitations
of the study. The proximity data created through these methods will then be
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used by a computer program to create a network representation of the student’s
structural knowledge.

In a study by Acton, Johnson, and Smith (8), the researchers evaluated the
ability of referent knowledge structures to discriminate subjects at different levels
of domain expertise and to predict student performance on standard classroom
measures. Specifically, they were interested in whether individual instructors,
individual non-instructor experts, averaged experts, or averaged good students’
structural knowledge networks were the best predictors of student performance.
They created proximity data for each of these groups by having them complete a
pair-wise relatedness task for the topics of interest to the study. The list of keyterms
used in this task included 24 separate terms which resulted in 276 unique key term
pairings. Participants were instructed to make their judgments relatively quickly
(5-10 seconds) and extensive deliberation was discouraged. This resulted in the
pair-wise relatedness task taking around one hour to complete. The proximity data
was then transformed into a structural knowledge network by a computer program
called Pathfinder (this study will be discussed further in the quantitative analysis
of networks section of this chapter).

A computer program then algorithmically transforms the proximity data into
network representations of structural knowledge. In this chapter, the Pathfinder
program is used as an example to describe this process (20). The algorithm used
by the Pathfinder program organizes data by eliminating those links that are not
the minimum path between two concepts. Nodes in the Pathfinder network can
be linked directly to one another or linked indirectly through a multi-node path.
The pathfinder algorithm searches through the nodes to find the closest direct
path between nodes. A link remains in the network only if it is the most direct
path between two concepts. The most direct path could be a direct node-to-node
link, or a multi-node path. As long as it is the shortest path,the link remains in
the network. All other links between the two concepts are removed from the
network by the computer program. The transformation from proximity data (in this
example determined by the pair-wise task described above) to a Pathfinder network
is illustrated below in Figure 3 with a data set taken from Neiles (27). In this
figure, A-E represent various nodes or key terms within a chemistry concept and
the network represents the relationships between those nodes within the students’
mind.

In the pair-wise task, a student is asked to judge the relatedness of two words
on a scale of 1 (completely unrelated) to 9 (completely related). These values
are then subtracted from 10 so that a lower value (shorter connection) reflects
a stronger relationship. These are the values shown in the proximity data table
in Figure 3. The Pathfinder network of Figure 3 is the result of analyzing the
proximity data using the algorithm in the Pathfinder program. In the network,
direct links exist between nodes that are most closely related, for example between
A and B or B and C. The length of these links also represents the strength of these
connections. For example the connection between B and C is shorter then that
between A and D representing a stronger connection between B and C. Those
links that represent a multi-nodal path have the weakest proximity values, for
example B and D or C and E. Through this process, Pathfinder is able to determine
the most basic representation of the student’s structural knowledge. The resulting
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network represents the student’s knowledge of the relevant topic and how the key
terms within that topic are linked together through relationships. One benefit of
this process is that it does not force the student to create a hierarchical solution,
however if a hierarchical representation exists in the student’s knowledge
structure, it will be included. The resulting network can then be used for an
analysis of the student’s structural knowledge of chemistry concepts.

Proximity Data

A B C D E

A 0 1 5 3 4

B 1 0 2 6 7

C 5 2 0 8 9

D 3 6 8 0 7

E 4 7 9 7 0
Pathfinder Network

Figure 3. Creating a structural network from proximity data.

The data collection methods described here (concept mapping and proximity
data techniques) are both valid techniques for creating network representations
of a student’s structural knowledge of chemistry concepts. The decision about
which data collection technique to utilize depends on the research questions being
evaluated and the constraints of the methodology of the study. For instance, if the
research methodology does not allow for the students to have access to a computer,
then concept mapping would be the better choice. Similarly, if objectivity of data
collection is important to the research, then the proximity data method might be
better. Once the networks are created, the analysis of these networks will be
similar regardless of which data collection method was used (concept mapping
or proximity data).
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Network Analysis
Quantitative Network Analysis

Networks can be analyzed quantitatively by testing the network for internal
consistency (coherency) and by comparing the network of interest (usually the
student’s network) to some other referent network. The referent network may
be that of an expert, group of experts, or some other person with a degree of
understanding of interest to the study (for instance a student who has performed
successfully on the chemistry topic of interest in the past). A student’s structural
knowledge network can be compared to these referent networks to determine how
similar or dissimilar the networks are to one another. The degree of similarity
can be measured on a number of different variables (see Schvaneveldt (20) for
a comprehensive list). In this chapter, three quantitative measurement variables
will be discussed, namely, coherency, path length correlation, and neighborhood
similarity, though others exist as well.

Coherency

Each structural knowledge network can first be analyzed for coherency, which
is a reflection of the consistency of the data. The coherency of a set of proximity
data is based on the assumption that the relatedness between a pair of items can be
predicted by the relationship of the items to other items in the set. Coherency can
range from a score of 0 (low coherency) to 1 (high coherency). Very low coherency
(below 0.2) may indicate that the person whose data was used to create the network
has a poor understanding of the chemistry concept (22). It can also be used as a
validity measure when using expert networks as referent networks. If someone
who has been identified as an expert creates a network with low coherency, then the
researcher should seriously consider whether that person’s data should be included
in expert data. The incoherency of a network may indicate that the person does
not have a full understanding of the concepts being tested.

Path Length Correlation

Path length correlation is a measure of the similarity of two networks
(typically a student network and a referent network) based on the presence and
strength of connections among nodes within the networks. The two networks
being analyzed will receive a higher path length correlation if they have a greater
number of similar links among nodes and if those links have similar strengths
associated with them (strength represents the degree to which the person believes
the two nodes are related with stronger relationships given a greater weight).
Path length correlations are determined by the Pathfinder program and result
in a score from O (completely dissimilar networks) to 1 (completely similar
networks). Therefore, a high path length correlation score would indicate that
the two networks being analyzed are very similar. If these networks are that of
a student and an expert, then the high path length correlation indicates that the
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student’s structural knowledge is similar to the expert’s. For a full description of
the mathematical calculations involved in determining path length correlations
see Schvaneveldt (20).

Neighborhood Similarities

Neighborhood similarities are a measure of the similarity of two networks
based on the degree to which the same node in both networks is surrounded
by similar nodes. Essentially this is a measure of whether the groupings of
nodes (neighborhoods) are similar between the two networks. Neighborhood
similarities are also determined by the Pathfinder program and result in a score
from 0 (completely dissimilar networks) to 1 (completely similar networks). For
a full description of the mathematical calculations involved in determining path
length correlations see Schvanevedlt (20).

Using these measures of similarity (coherency, path length correlations, and
neighborhood similarities) researchers can measure the completeness and quality
of a student’s structural knowledge of a chemistry concept. In a study conducted
by the author, students’ structural knowledge of two chemistry topics (atoms, ions,
and molecules, and stoichiometry) were assessed using a referent expert network.
The following 16 key terms were used for the stoichiometry topic:

Reaction Stoichiometry ~ Balanced Conversion

Chemical equation Unbalanced Limiting

Reactant Mole Excess

Product Avogadro’s number Theoretical yield

Subscript Molar mass Actual yield
Percent yield

Figure 4 shows the rating program used in the study. For the 16 key terms,
the participant would indicate the relatedness of 119 pairs.

Seven experts’ networks were averaged to create a referent network for each
topic so that no one expert would unduly influence the structure of the networks.
The referent expert network for the Stoichiometry topic is shown in Figure 5.

Each student’s Pathfinder network for the two topics was evaluated for
coherency and compared to the referent expert network based on path length
correlation and neighborhood similarity. An example of a student network is
shown in Figure 6.
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After averaging these analyses across both chemistry topics, each student
received three scores (coherency, path length correlation, and neighborhood
similarity). These scores reflected the quality and ‘expertlikeness’ of the
students’ structural knowledge networks. Through this process the author was
able to evaluate how the quality of a student’s structural knowledge affected
other cognitive processes, specifically his or her ability to read and understand
chemistry texts. In using this method, the author did not have to evaluate the
‘correctness’ of the student’s Pathfinder networks but instead compared them to
the referent expert structures. The structural knowledge networks created using
the Pathfinder program thus provided an objective measure of a cognitive process
(chemical structural knowledge) that would otherwise have been difficult to
evaluate.

In the study by Acton, Johnson, and Goldsmith (8) described previously,
the researchers evaluated the ability of referent ‘expert’ networks to predict
student performance (a description of the study is included in the ‘proximity data
techniques’ section of this chapter). Once referent networks were created for
each expert population (individual instructor, non-instructor individual expert,
averaged experts, and averaged good students), the networks were compared
for similarity. Each student’s network was compared to and received a score
for the degree of similarity between his or her network and each category of
referent expert’s networks. In this study, similarity was determined by evaluating
neighborhood similarity (degree to which a concept has the same neighbors
in two different networks). This resulted in each student receiving a separate
similarity score for each expert category. These scores were then used as predictor
variables for student performance on course exams. Three main conclusions
were developed from the results of this investigation, namely, 1) instructor-based
referents were equivalent to other experts in terms of predicting student exam
scores, 2) there was substantial variability among experts, and 3) structures
derived from both averaged experts and averaged best students provided valid
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referents, but the expert-based referent performed better in predicting student
exam scores. This study, while not conducted in chemistry education, is a
good example of how this type of assessment can be used to evaluate students’
understanding or performance.

Both path length correlations and neighborhood similarities can be used to
evaluate students’ understanding of chemistry topics. They may also be used to
group students into high, medium, and low performing groups by evaluating the
distribution of scores within a study. When used as a grouping variable, these
measures may be useful to evaluate differences in students’ understanding or
performance between groups.

The quantitative measures described here can provide important evaluation
measures of the quality and completeness of a student’s structural knowledge on
a chemistry topic. These measures are based on the mathematical relationships
underlying the nodes and links within the networks. In fact, the researcher need
not even create a visualization of the student’s structural knowledge such as those
seen in Figure 5 and Figure 6 to perform this quantitative analysis. There are
some research questions, however, that can only be answered by looking at the
visualization of the student’s networks. This evaluation involves using qualitative
network analysis strategies in which the researcher interprets the visualizations
of the student’s structural knowledge networks instead of the mathematical
relationships underlying the networks.

Qualitative Network Analysis

In qualitative network analysis, the researcher views visualizations of the
student’s structural knowledge like the networks shown in Figure 5 and Figure 6.
The groupings and connections in these networks can be viewed and altered by the
researcher to determine what relationships are present in the network and what they
actually mean regarding the student’s structural knowledge of the chemistry topic.
These decisions about manipulating the representations are made by the researcher
after extensive evaluation of the data through a qualitative data mining process
(23). This process involves a spiraling approach where the researcher evaluates
the nodes present multiple times and looks for re-occuring trends. Once a trend
has been identified multiple times in the data, the researcher can state with some
confidence that this is an overarching idea that may be used to group these nodes
into a larger ‘super node’. The researcher only makes decisions about interpreting
the data based on this extensive data evaluation process or well developed theories
from the literature. It is through this methodical process, as in all qualitative
research, that potential bias imposed by the researcher is addressed and avoided.

One new open source program that can be used to evaluate networks
qualitatively is GEPHI (24). GEPHI was created to help researchers evaluate
networks with vast amounts of underlying data influencing the creation of
the networks. For instance, a network in GEPHI may include hundreds or
even thousands of nodes and tens of thousands of links. Though this program
was created to accommodate these large networks, it is also a useful tool
for manipulating the visualization of the smaller networks described in this
chapter. GEPHI allows the researcher to undergo exploratory data analysis by
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investigating many different properties of the links and nodes within the network.
For instance, this software allows the researcher to group a number of nodes
together into a larger ‘super node’ so that the network becomes visually clearer.
The ultimate goal of using GEPHI is to manipulate networks in such a way so
that the researcher can create meaning from what he or she is seeing in the often
dense networks. For example, consider the 77 node, 254 link GEPHI network in
Figure 7.

This network could be a visualization of a student’s structural knowledge of
a chemistry concept. The visualization provides rich detail about the connections
and relationships the student believes to be present between the nodes within
the network. It may be, however, that this detailed network is too complex for
easy interpretation. It may be easier to interpret this network if nodes grouped
closely together are thought of as overarching ‘super nodes’. A visualization of
this interpretation can be seen in Figure 8.

Figure 7. Visualization of network in GEPHI. (network is created using data
from reference (24)).

Figure 8. Visualization of GEPHI network after qualitative manipulation
resulting in easier interpretation.
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The visualization of the network shown in Figure 8 is based on the same data
as that shown in Figure 7; however, the nodes in Figure 8 have been grouped
together in the GEPHI program using different analysis tools. This results in a
network with 7 ‘super nodes’ and 12 links. The overarching ‘super nodes’ and
links between them may be more interpretable than the network that contains
77 nodes. By manipulating the network using the qualitative analysis tool in
GEPH]I, the researcher is better able to interpret the student’s structural knowledge
representation.

There are currently no known studies in chemistry education research that
explicitly utilize a program such as GEPHI in qualitative data analysis. There
are studies in other fields, however, that illustrate the use of these methods and
can viewed as exemplars. In a study by Kardes et. al. (25), the researchers
used proximity data from social networking to investigate national funding in
the United States to understand the collaboration patterns among researchers and
institutions. The researchers used publically accessible grant funding information
as proximity data. This resulted in a total of 279,862 entries for funded grants
from 1976 to December 2011. The proximity data showed connections between
institutions in three categories: PI collaborations, organization collaborations
(between the organizations of the PIs), and state collaborations (between the
states of the PIs). Networks were created for each of these three categories
based on the proximity data collected. Due to time constraints, only the state
network will be discussed in this chapter. The state networks created from the
proximity data included 54 nodes and 1,289 edges (to illustrate how vast these
networks can be the PI network included 104K nodes and 204K edges). Figure 9
illustrates the process the researchers went through to interpret the large amount
of state data. Part a of Figure 9 shows that almost all of the nodes are well
connected. Some states have many connections (indicated with a bold line).
For instance there is frequent collaboration between New York (NY), California
(CA), and Massachusetts (MA). The researchers then chose to analyze those
states with frequent collaborations (part b). When they evaluated their data, they
determined that if the number of collaborations was greater than 250 it would be
considered a high number of collaborations. Part b of Figure 9 shows only those
connections that represent 250 or more collaborations between those two states.
The researchers created this new network using the GEPHI program.

Through this and other qualitative analysis of the data, the researchers found
what they called the “six degrees of separation” in the state and organization
collaboration networks. That is, they found large clusters of groups within the
data, indicating researchers within the group tended to collaborate with other
researchers within the group or in other large groups.

The type of analysis described in the Kardes, et. al. (25) study could be used
in chemistry education research to evaluate large sets of student data. For instance,
a large number of student-created networks on chemistry topics could be evaluated
simultaneously to determine whether any clusters or largely weighted connections
are present. These trends within the large data set could indicate widespread
student understandings or misunderstandings of the chemistry concepts.
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(b) State Frequent Collaboration Network

Figure 9. State collaboration networks from different perspectives. Reproduced
with permission from reference (25).

The quantitative and qualitative network analysis methods described in this
chapter can be used together or separately to investigate many aspects of students’
structural knowledge. The choice of analysis methods should be driven by the
research methodology and the research questions chosen for investigation in each
study. Each analysis method can provide different but equally important insights
into how students are storing chemical information for later retrieval and use.
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Proximity data analysis can be a useful tool in that it provides a more
objective measurement of students’ understanding of chemistry concepts. The
tasks necessary for collecting this data (for example relatedness judgments) can
be cognitively taxing and time consuming for the students. However, the richness
of the data collected using these methods may outweigh this downside, especially
when a detailed understanding of students’ structural knowledge is important to
the goals of the chemistry education research.

Chemistry Education Research

Studying students’ understanding of chemical concepts can often prove
to be difficult. While a multiple choice test may seem like a simple test of
students’ content knowledge, it may not provide enough detail for the researcher
to understand the nuances of the way students are storing this information. The
measurement instruments discussed here provide more complex representations
of the students’ understanding that can better inform the researcher about how
students are internalizing the chemical information. Tools that measure students’
structural knowledge such as concept maps and proximity data techniques may
provide important information about students’ understanding that would not be
found using traditional content tests.

As was shown here, concept maps and network analysis of proximity data
can be used in chemistry education research to evaluate the depth and quality of
students’ structural knowledge. This type of analysis can provide both quantitative
and qualitative data that could be used to evaluate students in many different types
of chemistry education research studies. The analysis could involve comparing
a student’s network to a referent ‘expert’ network. It could also involve using
students’ path length correlation or neighborhood similarity scores to group
students into high, medium, and low structural knowledge categories. These
categories could then be compared on a number of variables such as final grades
or use of online resources. Network analysis could also be used to determine if
students’ structural knowledge changes are due to an intervention. Students could
be asked to complete a network creation task before and after an intervention.
Quantitative or qualitative analysis could then be used to determine if any changes
occurred due to the intervention.

Using network analysis to evaluate students’ structural knowledge can
provide important information to researchers interested in students’ understanding
in chemistry. These methods can be used by themselves or in conjunction
with traditional content tests to provide rich data regarding the way students
store chemical information. By using these methods, we can create research
methodologies that investigate students’ understanding in a deep and meaningful
way.
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Where to Find These Resources

Resource/ | References Online Information Cost
Method
Concept 7,18 http://www.gradhacker.org/ | Many of the
Mapping 2011/11/07/tool-roundup- concept mapping
mind-mapping-software/ resources are free
(This website has a good or can be purchased
explanation of each for a fairly low
mapping software (27)). price.
There are also many free
ipad/ipod/tablet apps that
work well for concept
mapping.
Proximity 19 http://www.personal.psu.ed | This is free, open
Data u/rbc4/KUmapper.htm source software.
Collection
Pathfinder 20 http://interlinkinc.net/index. | At the date of
html publication,
Pathfinder costs
approximately
$200 ($100 for
students).
GEPHI 26 https://gephi.org This is free, open
source software.
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Eye tracking has long been a staple research tool in the field
of psychology, and has recently begun to see applications in
chemistry education research. This chapter will discuss the
foundations of eye tracking research, including fundamentals of
how eye tracking works, collection and analysis of eye tracking
data, and research applications of eye tracking in chemistry
education research and related disciplines.

Introduction

Advances in technology have made eye tracking more accessible to
researchers from a variety of fields, including chemistry education. Recently, a
number of eye tracking studies have begun to appear in the chemistry education
research literature (/—4). With the ability to track both conscious and unconscious
eye movements, this methodology provides researchers with valuable insights
into the student experience that no other technique can capture. The goal of this
chapter is to provide readers with a foundation to understand eye tracking studies,
while also helping them decide if this technique is appropriate for their own
research.
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Basics of Vision

To begin any discussion of eye tracking, it is important to understand
how visual information is processed. The human visual system takes in visual
information from an object through the eyes (Figure 1), converts it to electrical
impulses, and processes the impulses to generate an internal representation of the
object in the brain.

Vitreous gel

<
2
17

Optic nerve

Macula

Fovea

Retina

Figure 1. Structure of the human eye. Source: National Eye Institute/National
Institutes of Health (NEI/NIH). http://'www.nei.nih.gov/photo/eyean/images/
NEA09 72.jpg (accessed June 6, 2014).

Light rays reflected or emitted from an object enter the eye through the cornea.
Light is refracted and passes through the pupil, the hole in the center of the colored
part of the eye called the iris. The iris dilates and constricts the pupil, changing its
shape to control the amount of light passing through to the lens. The lens further
bends the light rays and focuses them on the back of the eye, or retina. The retina
is made up of millions of light-sensitive nerve cells called cones and rods. Cones
are responsible for processing details of an image and function best in bright light.
These cells also perceive color and rapid changes in an image. Rods are more
sensitive to light than cones and are used for low light vision. Although these
cells have lower spatial resolution than the cones and do not discriminate colors,
they are sensitive to movement, help in shape recognition, and are responsible for
peripheral vision.

Cones are densely packed in a region of the eye called the fovea centralis, or
fovea. The fovea is responsible for a viewer’s sharp central vision. This region
of the eye makes up approximately two percent of the visual field (5). In order
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to see a complex image clearly, the viewer’s eyes must quickly move across the
image and stop, if only briefly, to focus visual attention on different features of
the image. In this way, light from different regions of the image falls on the fovea
with each successive movement allowing the viewer to detect detail in the image.
Information is also gathered from the remaining visual field outside the fovea.
Since this region of the eye is composed primarily of rods with few cones, the
peripheral vision is blurry and not as colorful. Visual information (both central
and peripheral) is converted into electrical impulses that are carried to the brain by
the optic nerve (6).

In the brain, working memory (WM) stores and manipulates visual
information from successive eye movements. It also recalls declarative knowledge
stored in long-term memory to develop an internal representation (encoding). It
is this internal representation that is used for further cognitive processes, such as
problem solving or image identification (for detailed information, see Baddeley

(7))

Relationship of Eye Movements and Cognitive Processes

The literature has shown that eye movement data can provide information on
underlying cognitive processes, especially those used for encoding (for example:
Just and Carpenter (8); Rayner, Raney, Pollatsek, Lorch and O’Brien (9); Rayner
(10); Anderson, Bothell and Douglass (/7). The foundation of this connection
relies on two assumptions. First, the immediacy assumption (§) states that the
viewer immediately interprets the information that is viewed before the eye moves
to the next fixation. Decisions are made as to how incoming visual information
fits into the internal representation held in working memory before the next eye
movement occurs. With each successive eye movement, different regions of the
image are processed. Secondly, the eye-mind assumption proposes “that there is
no appreciable lag between what is being fixated and what is being processed”
(8). Therefore, the fixation time is a direct measure of processing time. It is
these assumptions that allow researchers to connect eye movements to the input
and processing of visual information (visual attention). Eye tracking collects
information about eye movements and provides methods for analyzing a viewer’s
visual attention patterns.

Language of Eye Tracking

In order to discuss eye tracking, it is necessary to define a few terms. The
vocabulary used to describe eye movements varies depending on the type of
research carried out and, often, the field of study. For the purpose of this chapter,
we have chosen to use the preferred terminology from the science education
community. The following are some common terms used to describe eye
movements:

Fixation — a pause in the eye movements, which focuses attention by
repositioning the fovea on a specific area of a stationary visual object.
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Dwell time (gaze duration or fixation duration) — total amount of time a
viewer looked at a specific region of interest before moving to the next
region of interest.

Total dwell time (total gaze duration or total fixation duration) — the total
amount of time a viewer looked at a specific region of interest during the
trial.

Saccade — rapid eye movements between fixations lasting between 10 ms
and 100 ms.

Smooth pursuit — slow eye movements that keep an image stationary on
the fovea, even if the visual object or viewer’s head is moving.

Regress —to “re-fixate” on a previously viewed area of a stationary visual
object. Most commonly used in reading research to describe when a
reader’s eyes move back to previously read text.

Scanpath — the series of fixations and saccades that occur when a viewer
is exposed to a visual object

It is important to stress that this list is not complete and that the operational
definitions of these terms may vary.

Types of Eye Trackers

Information about eye movements is gathered using an eye-tracker, a
combination of hardware and software designed to collect and process data on eye
position. In order to select an eye-tracker for research purposes, four main factors
should be considered, namely: type of eye tracking, configuration of hardware,
monocular versus binocular tracking, and pupil illumination.

Eye Tracking versus Gaze Tracking

Eye tracking is a general term for the methodology used to collect data on
the movement of the eyes relative to head position or information about where a
participant is looking and for how long, called “point of gaze”. For some types
of research, it is important to know how the eye moves relative to the head.
For example, do an individual’s eyes move when asked to recall a visual scene,
absent of a visual stimulus? To answer this question, a system that is capable
of tracking both eye and head position are necessary. Such systems include
electro-oculography (EOG), scleral contact lenses, and video-oculography
(VOGQG). For more in-depth information on how these trackers function, please
see Holmgqvist, Nystrom, Andersson, Dewhurst, Jarodzka and Van de Weijer (3).
While these systems can identify eye movements, without additional hardware
they cannot easily correlate these movements to an outside scene or stimuli.
Therefore, they are not useful for identifying “point of gaze” (where a participant
is looking, or what they may be fixated on). In order to associate an individual’s
eye movements with his or her point of gaze, video-based gaze tracking systems
are commonly used. The most prevalent gaze trackers rely on pupil and corneal
reflection tracking (9, /2). The video-based pupil-to-corneal reflection technique
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tracks two physiological targets—the pupil of the eye, and the reflection off the
cornea of the eye generated by infrared light. Using these two points of reference
allows the eye-tracker to use image-processing algorithms to separate true eye
movements from head movements (/2). In most discipline-based educational
research, point of gaze tracking is far more important than tracking the position
of the eyes alone; for this reason, this chapter will focus on video-based
pupil-to-corneal reflection gaze trackers.

Configuration of Hardware

Video-based gaze trackers can take many different forms. The physical
system and set-up of the hardware chosen will vary based on the goal of the
research, but there are several common types of eye-trackers commercially
available. These trackers all share basic components: a light source (generally
infrared), a video detection camera, and some form of image processing hardware
and software. The major difference in hardware set-up is how these components
are placed relative to one another, and relative to the participant.

The largest basic distinction in video-based gaze trackers is whether the
hardware components are head-mounted or table-mounted (static). Head-mounted
trackers, as the name implies, place both the light source and camera on the head
of the participant. These components are frequently built into glasses, helmets, or
headbands, allowing them to move with the participant. Head-mounted trackers
generally incorporate a second camera, or “scene camera”, that records what
the participant is seeing at a given point in time. A computer overlays the eye
tracking data on the scene data to show in real-time what the participant viewed.
This style of tracker allows for maximum flexibility in participant mobility and
stimulus presentation. For researchers who want to study scene perception in
authentic environments (i.e., interacting with laboratory equipment, in a lecture
environment, or during small group work) head-mounted trackers are ideal.

Table-mounted, or static trackers, place all components in front of the
participant rather than on the participant. The light source and camera are
generally hidden from view within the eye tracker. There are two types of static
trackers — contact trackers that are in close contact with the participant and remote
trackers that set at a distance from the participant (5). Contact trackers restrict
participant movements, using bite bars or forehead and chin rests to stabilize
the head. This restriction allows for tracking with high precision and accuracy,
but may be seen as cumbersome by the participants. Remote trackers are less
precise, as head location is not controlled for without additional equipment. These
trackers have the light source and cameras built directly into a computer monitor,
allowing participants complete freedom of movement. In addition to participant
comfort, remote trackers offer the additional advantage of increased accuracy in
calibration against the stimulus, as both are fixed points. Such trackers work well
with stimuli that can be displayed on a computer screen, namely, images, written
information, or multi-media presentations. Static eye-trackers can also build
the light source and camera into a piece of hardware separate from the monitor,
allowing tracking against any computer monitor (desktop, laptop, or tablet) or
other two-dimensional stimulus (book, magazine, or worksheet). This version of
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the eye-tracker is more portable and allows a wider array of stimulus options, but
does require more attention to calibration and set-up.

A trade-off must be made when choosing a static tracker for research
purposes. If high accuracy and precision are necessary, a contact tracker is a
better choice; however, remote trackers offer participants greater comfort and
improved correlation between eye position and stimulus. For most chemistry
education research studies, remote trackers are sufficient. They allow participants
to interact with the stimulus in a more authentic environment, without having to
be as conscious of head movements or interactions with the tracker itself.

Monocular versus Binocular Tracking

Another factor to consider is the method of eye tracking. Both monocular
and binocular gaze trackers are used in educational research. Monocular trackers
collect data from only one eye, while binocular trackers collect data from both
eyes simultaneously. For most individuals, it is assumed that both eyes will track
together, following the same stimuli; therefore, monocular tracking is often used
to save on resources and processing power. For individuals where this might not
be the case, or for higher accuracy, binocular systems are preferred. Binocular
systems are resource intensive, collecting a more robust data set.

Dark Pupil versus Bright Pupil

One final consideration for selecting an eye tracker is whether the system uses
dark pupil or bright pupil tracking. Dark and bright pupil systems differ in where
the light source lies with regards to the participant’s optical path. If the light source
is out of line with the optical path, the reflection of light off the pupil will also be out
of line with the detection camera. This causes the pupil to appear dark. If the light
source is in line with the optical path, the reflection off the pupil will be detected
by the camera, making the pupil appear bright (similar to the “red eye” effect
captured in normal photography). Bright pupil tracking works well to increase the
contrast between pupil and iris. Therefore, it works for participants with a wider
array of iris pigmentation or for participants with heavy lashes. However, bright
pupil systems are sensitive to sunlight and require more stringent environmental
controls than dark pupil systems. Over large populations, neither bright nor dark
pupil systems have been shown to provide significantly better data (5), but the
researcher should be aware of how their particular system operates so that they
can compensate for the idiosyncrasies of pupil tracking within the system.

Types of Research

Due to advancements in computing and improvements in visual displays,
the use of eye tracking to study how humans interact with visual information is
expanding. This section will describe types of traditional research that employ
eye tracking and provide a departure point for chemistry education research.
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Usability

Usability is the most applied category of eye tracking research. Focusing
on a given product, such as a computer interface or printed material, researchers
determine how design elements affect a viewer’s visual attention. Often referred
to as “human factor studies” or “ergonomics”, these studies use eye tracking along
with other research techniques, such as interviewing or think-aloud protocols (/3),
to identify features that draw attention and possible reasons for viewing patterns.
Products that have been reported on in the literature include websites (/4—16),
software (17, 18), printed media (/9-22), and instrument panels (23). For the
chemistry educator, usability studies could be conducted to determine the overall
effectiveness of a textbook layout, website, or software application; guide the
refinement of a computer interface or written materials; or study how students
interact with the controls for analytical instruments in the laboratory setting.

Reading

Reading research focuses on the mechanics and cognitive processes involved
in the comprehension of written language (for a review, see Rayner (24)). Eye
movements during reading of English text are characterized by average fixation
durations of 200-250 ms (25) and average saccade lengths of two degrees or
seven to nine letter spaces (26). A number of factors can affect this visual
attention pattern, including word length and frequency in the language. Rayner
and McConkie (27) found that, while two to three letter words are skipped
approximately 75% of the time, eight letter words are almost always fixated
upon. Common words are processed quicker and have shorter fixation durations
than words that appear less often in the English language (28, 29). Other factors
that affect fixation durations include how the text is read (i.e., read aloud or
self-reading (30)), typographical factors (i.e. letter spacing, print quality, and
line length (31)), conceptual complexity (32), and syntactic complexity (33). It’s
even suggested that font choice can influence eye movement behavior. Fonts like
Times New Roman are easier to encode because of their simple shapes and lead
to “faster reading times, fewer fixations, and shorter durations” (34).

Reading research is also concerned with the cognitive processes that govern
reading and comprehension. Several proposed models use eye movements to infer
the underlying cognitive processes that support reading (for examples, see Just and
Carpenter (8), Engbert, Longtin and Kliegl (35), Reichle, Rayner and Pollatsek
(36), Gough (37), Rumelhart and Dornic (38), and Stanovich (39)). By analyzing
eye fixation patterns, these models detail cognitive processes of encoding, lexical
access, assignment of syntactic and semantic relationships, and creation of an
internal representation. Eye tracking has also been used to develop domain specific
models for comprehension, including arithmetic word problems (40) and organic
chemistry equations (417).

In addition to providing information about comprehension, eye movement
data can also reveal information about the reading habits of individuals.
Differences in reading behaviors have been explored for a variety of populations,
including successful and unsuccessful problem solvers (/, 40); readers with high
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working memory capacity and those with low working memory capacity (42,
43); dyslexic and normal readers (44); native language and non-native language
readers (45); and domain experts verses novices (46).

With many in the chemistry education community interested in problem
solving, reading research in chemistry is an important area of study. Before
problem-solving strategies can be applied, a learner must encode the problem
statement, process the visual information, and develop an internal representation.
Identifying factors that affect comprehension are key to developing innovations
that support problem solving in chemistry.

Scene Perception

Unlike reading English text where there is a well-defined task and an overall
pattern for eye movements (left to right, top of the page to the bottom), looking
at the environment does not exhibit the same well-defined patterns (47). Scene
perception involves the identification of objects and their relative spatial positions
in an environment. Stimuli used in this type of research are depictions of the
real world (i.e., still images, paintings, movies) or the natural environment as
encountered by the viewer. Compared to reading, average fixation durations and
saccade lengths are longer, 300 ms and four to five degrees (/0). However, viewers
can gain an abstract meaning of the complete scene, or gist, within 40-100 ms (48,
49). The gist of a scene is determined in the first few fixations. All subsequent
fixations create detail in the internal representation (24). It is important to note
that fixation durations and saccade lengths vary with task and scene. It has been
shown that eye movements are influenced by the task given to viewers (50, 51).
For example, memorization tasks exhibit higher numbers of fixations than search
tasks. The complexity of a scene also affects viewing patterns. As the number of
elements increase and relationships between elements become more complicated,
fixation frequency and duration also increase (52).

Henderson and Hollingworth (53) describe three levels at which scene
perception can be studied. Low-level (early vision) perception deals with the
saliency of a scene (i.e., color, intensity, brightness, texture, depth) and the
detection of surfaces and edges. These features are used to create a saliency map
that is used to guide attention for more detailed perception of the scene (54, 55).
Intermediate level perception focuses on the shape and spatial arrangement of
objects. Finally, high-level perception processes visual information in memory
and assigns meaning.

Regardless of the level of perception to be studied, researchers use a variety
of metrics to analyze eye movement. Researchers commonly report first fixation
duration (duration of the initial fixation in a specific area), first pass gaze duration
(sum of all the durations for fixations while viewing a specific area of the scene for
the first time), and second pass gaze duration (sum of all the durations of fixations
while viewing a specific area of the scene for the second time) in addition to global
fixation data (i.e., total fixation duration). Henderson and Hollingworth (53) argue
that focusing on these values, rather than global measurements of eye movement,
isolates perception from other cognitive processes.
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Scene perception has been used to study viewing patterns during activities,
including driving (56, 57), viewing art (58) and natural scenes (55), recognizing
faces (59, 60) and carrying out everyday activities (6/). Similar techniques can be
used to study how chemistry students use equipment, participate in lab, experience
lecture, or work in small groups.

Visual Search

Visual search tasks require that a participant scan through a display of items
to identify a target item from a larger collection of distractor items. For example,
locating a specific person in a class picture is an example of visual search. Stimuli
for this type of research include text, photographs, diagrams, and arrays of objects,
shapes, or alphanumeric characters. Items in the array can differ in color, shape,
motion, or orientation. Researchers vary the number of items in the display (set
size) and record the time it takes for the participant to determine if a target is present
or absent (reaction time) (for a review, see Wolfe (62)). As set size increases,
reaction times typically increase. However, Treisman (63) suggests that, under
certain circumstances, a target will “pop-out” and draw attention to itself in the
collection of similar distractors. In this case the search is considered to occur
in parallel (64), where all items in the display are processed in a single step,
reducing reaction times. Other target items do not “pop-out” of the set and require a
systematic search. These types of searches are considered serial, where attention is
given to each item until the target is found. From this description, it would appear
that visual search is a random act; however, participants have strategies that have
developed through experience or use information from peripheral vision to guide
the series of fixations. By varying characteristics of the display (i.e., number of
distractors and targets, the size of the display, and the number of features for each
item in the display), researchers are able to study how individuals guide attention
and filter out visual information that is not related to the current task. The Feature
Integration Theory (FIT), proposed by Treisman (63), describes how parallel and
serial search behaviors work in concert. Initially, features such as color, shape,
orientation, and movement are automatically analyzed using parallel processes
(pre-attentive stage). In the second stage of FIT, these features are combined to
create a master map that is used to guide attention to specific features that can be
used for additional processing and identification.

Visual search has been explored in a variety of domains, including reading
(10); diagrammatic representations, such as graphs, infographics, and schematics
(65, 66); medical test results (67, 68); facial recognition (69—71); product
labels (72, 73); sports (74, 75); and driving (76, 77). Visual search has also
been incorporated into several models for the comprehension of diagrams (for
examples, see Just and Carpenter (78), Koedinger and Anderson (79)).

Visual search research in chemistry education has been used to characterize
student use of NMR spectra (80); use of representations of organic chemistry
mechanisms in multi-representational displays (3); and the use of two organic
chemistry visualizations (ball-and-stick and electrostatic potential maps) to
answer questions about electron density, charge distribution, and mechanisms
(2). Future applications of visual search techniques include active or binding site
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identification in molecular visualizations; interpretation of complex analytical
spectra; and identification of key information in complex word problems.

Pupillometry

Pupillometry is the measurement of the diameter of the pupil. Tasks with a
high cognitive demand have been correlated with a slight dilation of the pupils,
known as the task-evoked pupillary response (TEPR) (8/-84). The TEPR for
cognitively demanding tasks is generally less than 0.5 mm of dilation, but can be
accurately collected using a remote eye tracker (87). It has long been observed that
pupil diameter can measure cognitive load during a memory task (85, 86), driving
(87), mathematical computation (88, 89) or sentence processing (90). Unlike other
types of research listed here, pupillometry is a measure of task difficulty and not
processing time (90). Since the size of the pupil is also affected by brightness of the
displayed image, physical effort, environmental conditions, and emotional arousal,
careful design is required to ensure that these do not confound the measurement
of cognitive task difficulty (for more information, see Chapter 11 in Holmqvist,
Nystrom, Andersson, Dewhurst, Jarodzka and Van de Weijer (5)).

Eye Tracking: The Good, the Bad, and the Limitations

Like all research methods in a chemist’s toolbox, eye tracking has advantages
and disadvantages. This section details some pros and cons of using eye tracking
as a research tool.

Advantages

Eye tracking has many advantages, in that it provides “an unobtrusive,
sensitive, real-time behavioral index of ongoing visual and cognitive processing
(91)” by providing the researcher with insight into the visual attention patterns of
participants. Eye tracking does not typically require any special behavior on the
part of the participants, and newer methods of data collection do not generally
influence how a participant completes a given task. This allows the researcher to
observe a participant’s natural viewing behavior during a task, such as reading on
a computer screen or driving a car. Depending on the sampling rate of the eye
tracker, the temporal resolution of the data collected can be fairly good, offering
a nearly continuous report of an individual’s movements.

Another advantage of eye tracking is that this method collects data on
behaviors that are difficult to articulate. During a complex task, some eye
movements are automatic and unconsciously controlled, making it difficult for
participants to remember and report on all the features of an object they viewed.
By collecting information on all fixations, not just ones that are consciously
remembered by the participant, it is possible to obtain more complete information
on which features attract visual attention.

Finally, the eye tracker collects a large amount of data that can be used for
analysis. In order to determine which regions of a stimulus are being fixated on, the
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eye tracker must collect data on the positions of the eye relative to the position of
the stimulus, pupil diameter (to determine if the eye is open or closed), and a time
stamp. With sampling frequencies ranging from 25 Hz (25 data points per second)
to 2,000 Hz (2,000 data points per second), five-minute eye tracking session can
produce 7,500 to 600,000 data sets. This is a considerable amount of numerical
data that can be then used for quantitative analysis. Many consider this to be both
an advantage and disadvantage to eye tracking. It is a considerable amount of data
to manage; however, the robust numerical data can be further analyzed using a
variety of statistical tools (i.e., t-Test, ANOVA, MANOVA, regression analysis,
cluster analysis). A suite of statistical software often accompanies commercially
available eye trackers to aid in the analysis.

Disadvantages

Like all research tools, eye tracking also has several disadvantages. As
mentioned in the previous section, the eye tracker produces a considerable amount
of data that needs to be stored and analyzed. While the analysis software included
with many of the commercial eye trackers can handle simple statistical analyses
(i.e. counts, frequencies, percentages), more complex analyses will require an
expert with experience in data manipulation, aggregation, and statistical analysis.

Another disadvantage to this technique is the large time commitment required
to carry out a study. Learning to collect data using an eye tracker can be easy.
However, studies require careful planning, creation of stimuli, human subjects
review (97), recruitment of an adequate number of suitable participants, time to
complete individual tracking sessions, data reduction, and analysis.

Eye tracking can also be an expensive technique to deploy. While the cost of
eye trackers has declined in recent years, a new eye tracking system can range from
$3000 for a 50 Hz tracker (slow) to more than $80,000 for one with a sampling
frequency of 250 Hz (moderate to fast). Not included in these figures are the
additional costs for peripheral computers to run the tracker, adequate lab space,
maintenance contracts for the tracker, and ongoing training for staff.

Lastly, eye tracking is subject to a wide range of technical problems. Along
with the possibility of a computer hardware failure, several other factors can affect
an eye tracking session. Eye trackers are sensitive to environmental factors, such
as lighting conditions, vibrations, and electromagnetic fields (5). Loud noises and
the temperature of the lab can be a source of distraction for participants during a
session and have an effect on the data collected. Other technical problems relate
to the suitability of participants for this type of research. Some characteristics of
potential participants can make them poor candidates for eye tracking. Glasses,
medical conditions related to the eye, shape of the eye slit, eye makeup such as
mascara, and even the length of eyelashes can interfere with the eye tracker’s
ability to record data.

Considering the advantages and disadvantages of eye tracking, why would
anyone choose to use this technique? If careful planning and considerations are
made to the design and analysis of the data, eye tracking can provide a wealth of
knowledge on visual attention and underlying processing. However, it is important
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to stress that there are the limitations to what information the eye tracker can
provide about visual attention.

Limitations

This section identifies three major limitations to eye tracking that are
important to this discussion. The first, and most important, is that eye tracking
only gives the researcher evidence of what people viewed. Viewing patterns
alone do not indicate conscious attention, understanding, or interest. For example,
de Koning, Tabbers, Rikers and Paas (92) found that, although viewers spend a
significant amount of time attending to visual cues meant to guide attention and
increase understanding of an animation, there was limited understanding of the
animation. For this reason, eye tracking is often paired with other qualitative
or quantitative data. Common techniques used in conjunction with eye tracking
include interviewing (i.e. think aloud, retroactive think aloud, parallel problems
(13)); surveying or testing; conceptual mapping; and physiological measurements
(i.e., fIMRI, EEG, ERP). By triangulating the data, the researcher can then start to
assign meaning to visual scan patterns.

Secondly, most eye tracking research only focuses on central (foveal) vision
and does not collect data on peripheral vision. While central vision is important
for processing detailed information about an object, it makes up only about two
percent of the human visual field. Peripheral vision comprises the other 98%.
Shape recognition occurs in the peripheral vision and contributes to the decision
making process for subsequent fixations. Since peripheral vision is not accounted
for in the eye tracking data, visualizations like heat maps (discussed later in this
chapter) may be misleading.

The final limitation deals with experimental design. Research has shown
that eye movements are task dependent and that fixation patterns depend on
the directions given to the viewer. For example, Yarbus, Haigh and Rigss (57)
illustrated this by asking participants to view paintings and perform specific
tasks. The attention patterns of the participants changed as the task changed.
Rayner, Rotello, Stewart, Keir and Duffy (93) also concluded that viewing
time is dependent on the strategies associated with the instructions given to the
participants. The task dependent nature of viewing patterns has major implications
in experimental design and generalizability of a study. Participants must have a
clear understanding of the task before eye tracking starts, and all participants in
the same study must receive the same directions. Careful consideration must also
be made when comparing data from different studies to ensure that the tasks are
almost identical.

Experimental Design

As discussed, care must be taken during the design of the experiment in order
to ensure useful data and applicable results. Good experimental design takes into
consideration appropriate research questions, study type, sample population size,
research protocols, and stimuli.
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Research Questions

When one has access to an eye tracker, it is tempting to turn every research
question into an eye tracking study. However, not all research questions lend
themselves to an eye tracking investigation. As previously discussed, eye
movements are recorded as an indirect measure of cognition. At its core, eye
tracking is a specialized form of protocol analysis (94). Protocol analysis is a
method of examining and classifying the series of actions (protocols) performed
by an individual while he or she completes a task in order to study the cognition
that underlies these actions. Eye tracking collects data on an overt behavior
(eye movements). Researchers then make educated inferences about the thought
processes or strategies behind these behaviors. The more closely research
questions align with the overt, easily observed behavior (eye-movements), the
fewer inferences the researcher has to make. This will result in a more successful
study overall. For this reason, eye tracking research frequently focuses on overt
visual attention, that is, what does an individual directly look at when presented
with a variety of visual stimuli? This question can be further qualified to ask
when the looking happens, for how long, or in what order. It is important to note
that these questions all focus on the overt behavior of eye movements. Research
questions that ask why a participant performs a certain action or makes a certain
decision are much more difficult to answer, and generally cannot be answered
with eye tracking alone. Similarly, questions dealing with affective measures (i.e.,
motivation, self-efficacy, or metacognition) are also not easy to directly address
with eye tracking. It is important to note that the traditional types of eye tracking
research previously discussed (usability research, scene perception, visual search,
and reading research) focus on determining the features of an image that draw the
attention of participants; the length of time participants spend viewing a particular
feature or image; and the overall viewing patterns they exhibit for a particular
image.

Study Type

As with any type of research, the research questions will dictate the design
of the study. The type of study conducted will be largely determined by what, if
anything, is already known about the research question. If the body of existing
literature on the topic includes eye tracking research, this research can be used to
guide the study design. Holmqvist and Nystrom () refer to this type of research as
“highway research” because the path of travel is clear and relatively easy to follow.
The traditional types of eye tracking research can provide existing paradigms, or
lenses, that guide the design of a current study. This can save time and effort in
deciding how many participants to use; how to design the stimuli; the eye tracking
variables to collect; additional variables to collect; and the analysis scheme to use.
Using this method of design also makes it easy to integrate new research into the
existing paradigm.

However, eye tracking research is new to many fields, and directly applicable
research may not exist in the literature. The best-case scenario in this situation
is that there is a wide theoretical research base that supports predictions about
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participants’ overt viewing behaviors. This theory-driven research offers many of
the benefits of “highway research”. The literature base should provide insights on
variables to collect, research protocol, and the data analysis. Additional legwork
to determine specific experimental parameters, such as sample population size
or stimulus design, is required, however, the additional work will be reasonably
targeted.

In the worst-case scenario, where little is known about the research question,
it may be necessary to carry out explorative work. In this circumstance, the
researcher may choose to conduct a pilot study. A pilot study can help a
researcher visualize the data collected by the eye tracker; identify problems with
the research protocol and stimuli; and develop an analysis plan. This type of
study only requires two to three participants. Statistical analysis of this data is ill
advised because of the small sample size, however, it can be used to guide the
development of a larger study. The researcher may also opt for what Holmqvist
and Nystrom (5) call a “fishing trip.” This is essentially a large-scale pilot study,
in which the researcher uses a large number of participants and various stimuli to
collect data on as many variables as possible. This method has an economy of
scale. Rather than running many small pilot studies that may prove inconclusive,
the “fishing trip” collects a large amount of data at once. The researcher can then
“fish” through the data for significant findings. The downsides to this type of
study are numerous. Since there is little to draw from in the literature, developing
effective stimuli is often difficult and time consuming. Procedures and protocols
may not be adequate to address the research questions, leading to problems
with data analysis. More importantly, the results of a fishing trip are generally
post hoc explanations for the data. Given a large enough data set, it is usually
possible to identify some significant effects. It is difficult to discern whether these
effects truly exist or are replicable based on the ill-targeted experimental design.
However, a fishing trip can be used like a large-scale pilot study, where significant
results shape future work that is more targeted.

Sample Population Size

Regardless of the type of study planned, decisions relating to sample
population size are an important part of the experimental design. As mentioned
above, small sample populations (two to three participants) may be enough
for a pilot study but will not provide a robust data set for statistical analysis.
On the other hand, a large sample population can lead to logistical problems
for the researcher. As discussed, eye tracking is incredibly data intensive. A
single participant, tracked on a low-end instrument for 2-3 minutes, will provide
thousands of data points. Larger sample sizes produce a significant amount of
data that requires careful data management. In addition, extremely large data sets
can make even minuscule differences in sample populations appear statistically
significant, even when these differences have no practical significance in the real
world. A balance must be struck between providing enough participants to give
robust results and keeping the data set manageable.

The appropriate number of participants can be calculated using traditional
statistical methods, taking into account acceptable a and B levels and expected
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effect size. However, this may still suggest a sample size that is not logistically
feasible for eye tracking. In this case, a review of existing eye tracking studies in
the chosen or related fields may provide guidance for acceptable sample population
size. Recently published eye tracking studies in chemistry education research
(Table I) show that studies between 9 and 27 participants are acceptable in this
field. Even studies with just 4-5 participants are worthwhile and may provide
statistically significant results. However, great care must be taken when discussing
the generalizability of such small studies (5). Small eye tracking studies are more
akin to qualitative studies and can be used as case studies to help steer future
research.

Table 1. Sample size for eye tracking studies in chemistry education

Reference Topic n
Tang and Pienta, 2012 (1) Problem-solving (reading) 12
Tang, Topczewski, Topczewski NMR reading 12 expert
and Pienta, 2012 (80) 15 novice
Williamson, Hegarty, Problem-solving (image based) 9

Deslongchamps, Williamson
and Shultz, 2013 (2)

Stieff, Hegarty and Interactive animations 10
Deslongchamps, 2011 (3)

Havanki, 2012 (41) Reading organic chemistry 9 expert
equations 19 novice

VandenPlas, 2008 (95) Particulate level animations 5 expert

6 novice

Protocol and Stimuli

As discussed previously, eye movements are task dependent, so careful design
of the stimuli and research protocol is key to success in eye tracking research.
A good protocol must include all the activities that participants will be asked to
complete (before, during, and after eye tracking), as well as the explicit instructions
participants are given during the study. Most eye tracking protocols will include
the collection of participant data in order to address important research variables or
to triangulate the eye tracking data. This additional data may include pre-test and
post-test scores, assessment of content knowledge, ability testing (spatial ability,
logical thinking ability, etc.), affective measures (attitude, motivation, etc.), and
demographic information (gender, age, etc.). The choice and timing of these tests
should be determined by the research question and the existing literature base in
the field.

In addition to the participant data, it may be necessary to collect data related
to how the participants interacted with the stimuli to triangulate eye movement
data and attribute meaning to specific viewing patterns. Because eye movement
data is not a direct measure of cognition, additional data is necessary to determine
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the motives and underlying cognition that direct eye movements. This may
include interviewing (/3), observation (96), think-aloud protocol analysis (/3),
or retrospective reporting.

The protocol must also include the instructions given to the participants before
or during the eye tracking task. This is crucial, as instructions have been shown to
have a significant effect on how participants view an image (5/). The instructions
not only tell the participant how to interact with the stimuli but also specify the
task or activity associated with it. While it is important to instruct participants
on how to interact with the stimulus (buttons to press, how to operate drop-down
menus, etc.), identifying the goa/ of the activity is crucial to the success of the
study. Researchers need to strike a balance between giving explicit instructions
and confounding results by biasing participants. Instructions should be given that
lead participants to engage with the stimulus and perform the desired task, just
as during a think-aloud interview or similar task. Overly vague instructions, such
as “just view the images on the screen as they are presented”, are not likely to
engage participants, and their gaze patterns will probably be unfocused. However,
instructions such as “You will be asked a series of questions after viewing this
series of images” will cause the participant to engage more fully in the task, and
provide a richer data set.

Just as important as the instructions, the stimulus must be purposely designed
with the research questions in mind. Stimuli can include an image or series of
images, videos, animations, questionnaires, tests, webpages, computer programs,
and real-world objects such as textbooks or whiteboards. Regardless of its form,
the stimulus must be engaging, drawing the participants to actively participate in
the experiment. If participants are not interested in the stimulus, they may interact
with it superficially and thus bias the data.

Some research questions may not allow the researcher full control over
stimulus design, for example investigations into student interactions with
textbooks, existing animations, or online homework systems. In these cases, it
is important that the stimulus be as unbiased as possible towards the research
design. It must be visually balanced, with all objects being presented equally.
Several features of the stimulus can influence attention and should be part of
a conscientious design of both the stimulus and the study itself. For example,
participants are more likely to look in the center of the screen than the edges,
so continually locating target item in the center of the screen would bias the
eye tracking data. Other factors that will preferentially draw attention include
differences in size, motion, color, and on-screen brightness (5). Hardware
limitations are also important when designing stimuli. Parameters including
screen size, monitor resolution, and supported image/video formats will dictate
the way stimuli are presented. Low monitor resolution can make viewing difficult
and pixelation can interfere with analysis. Ideally, objects in the stimulus are
spread out over the entire screen, leaving space between them. This will facilitate
mapping eye fixations on particular features of the stimulus, making it clear where
the participant focused attention. Objects that overlap, have ill-defined edges, or
are in close proximity to one another can complicate the analysis and should be
avoided. When designing stimuli, it is important to balance all of these concerns.
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Data Collection

After designing an eye tracking study, approval to conduct human subjects
research must be obtained (97). Once approved, data collection can begin.

Like all analytical instruments, the eye tracker must be calibrated at the start of
each eye tracking session. Assuming that the stimulus is displayed on a computer
monitor, calibration allows the eye tracking software to correlate a participant’s
gaze with a specific point on the screen. During this process, the participants
look at a series of points presented sequentially on the eye tracker’s screen. The
tracker’s software constructs an algorithm allowing the system to correlate relative
eye position to an on-screen location. Due to variations in facial structure and eye
movements, each participant must be individually calibrated. Once calibration is
complete, the data collection session can begin.

Depending on the eye tracker, raw data is collected for one eye, both eyes
individually, or both eyes averaged together. Raw data typically includes the time
each data point was recorded and the on-screen XY -coordinate for the eye(s) gaze.
Some systems will give additional data, including distance of the eye(s) to the
tracker, pupil-diameter, or a validity code indicating confidence in the system’s
estimate of the eye(s) measurements. Event data, such as mouse-clicks or key-
presses made by the participant, and a running screen capture of the stimuli may
also be recorded.

Once collected, raw data is processed through several steps. The first step
involves evaluating the data quality and cleaning the data. Participants may blink,
look off-screen, touch their face or eyes, or move their head in such a way that data
collection is compromised. Compromised or “bad” data is generally discarded.
Validity codes for each data point allow for relatively easy identification of these
“bad” data points. Where possible, validity thresholds set by the researcher
automatically filter this data. However, if validity information is not automatically
calculated by the system, the researcher may have to manually inspect the data or
construct an algorithm to identify anomalous data.

The next step in the processing of raw data is data reduction using a filter
or series of filters to aggregate data. A common data reduction technique is to
collapse the data into a series of fixations and saccades. When the eye maintains
focus on the same XY-coordinates for a given period of time, it is identified
as a fixation. In this way, several consecutive data points are collapsed into a
single fixation event, reducing the data to a more manageable set of points. Most
attentional studies ignore saccades, as vision is suppressed during eye movement.
Data points identified as saccadic are typically removed from the analysis. To
identify if a gaze point was part of a fixation or a saccade the researcher must
identify fixation thresholds.

As part of the research protocol, the researcher must identify some minimum
threshold for what is considered “fixation behavior”. This threshold includes
identifying the minimum length of time the eye must stay fixed on a given area, as
well as the maximum size of that area. The minimum fixation time varies based
on the type of research. Reading research tends to have different fixation times
than image-based research. Salthouse and Ellis (98) report 50 to 100 milliseconds
as the minimum fixation time necessary to process simple textual stimuli, while
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Rayner (28) suggests times in the 200-300 millisecond range for fixations in
reading research. Rayner further suggests mean fixation during visual search is
in the range of 275 msec, however, if the task requires hand-eye coordination,
a threshold of 400 msec or greater should be used. Existing literature should be
consulted to determine the accepted fixation thresholds for the field of study.

To identify the area of fixation, Blignaut (99) suggests that a fixation radius of
1 degree captures the majority of fixation behavior. All gaze points that fall within
1 visual degree of one another during a defined time period are treated as a single
fixation. Normal eye movements may drift or tremor during fixation. Allowing a
slightly expanded fixation radius (rather than requiring all gaze points be made at
identical XY-coordinates) accounts for these unconscious eye movements, as well
as any measurement error. Many eye tracking systems report fixation radius in
terms of pixels instead of visual degrees. The fixation radius in pixels is calculated
using the distance of the participant’s eye from the screen, the size of the screen,
and the resolution of the monitor. For an individual seated 65 cm from a 17-inch
computer monitor with a resolution of 1024 x 768 pixels, a 1 degree visual angle
translates to about 33 pixels. It is important to note that, just like minimum fixation
times, fixation radii can vary depending on the task, therefore these values should
also be checked against relevant literature.

Instead of using a fixation threshold, fixations can also be identified by using
saccades. Although saccades are not typically analyzed in attentional studies,
some researchers define the parameters of a saccade. The time between individual
saccades is defined as a fixation. To do this, the researcher defines a minimum
acceleration and velocity for an eye movement to be identified as a saccade.

Both methods of filtering the data are acceptable, and may depend on the
tracker’s software. Cutoff values for fixations and saccades given in recently
published chemistry education research studies are provided in Table II. Once
fixations and saccades are identified, the final step in an eye tracking study is data
analysis.

Table II. Fixation and Saccade Definitions in Chemistry Education

Literature
Reference Topic Tracker Fixation or Saccade
Frequency

Tang and Pienta, 2012 Problem-solving 120 Hz Fixation: Duration
(1) (reading) of 100 ms; Radius

not reported
Tang, Topczewski, NMR reading 120 Hz Fixation: Duration
Topczewski and Pienta, of 100 ms; Radius
2012 (80) not reported

Continued on next page.
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Table II. (Continued). Fixation and Saccade Definitions in Chemistry
Education Literature

Reference Topic Tracker Fixation or Saccade
Frequency
Williamson, Hegarty, Problem-solving 250 Hz Saccade: 0.05°
Deslongchamps, (image based) amplitude, 9500°
Williamson and Shultz, s—2 acceleration
2013 (2) threshold, 30° s—1
velocity threshold
Stieff, Hegarty and Interactive 250 Hz Saccade: 0.05°
Deslongchamps, 2011 animations amplitude, 9500°
3 s—2 acceleration

threshold, 30° s—1
velocity threshold

Havanki, 2012 (41) Reading organic 120 Hz Fixation: 50 pixel
chemistry equations radius (cluster
analysis)
VandenPlas, 2008 (95) Particulate level 50 Hz Fixation: Duration
animations of 40 ms; 20 pixel
radius

Data Analysis

There are a variety of data analysis methods reported in the literature. The
selection of analysis methods depends on the research question. Below are three
commonly used methods.

Area of Interest

For most research questions, simply identifying the XY-coordinates of where
an on-screen gaze of fixation takes place is of little value. Researchers want to
correlate fixations with features of the stimulus. One method is to identify areas
of interest (AOIs), also called ‘regions of interest’ (ROIs) or ‘zones’, within the
stimulus. This method is a data aggregation technique. The researcher defines
regions of the stimulus he or she wishes to study. Consecutive fixations within
the defined AOIs are aggregated into fixation groups, while fixations outside the
AOIs are generally ignored. Fixation groups can then be further analyzed. Fixation
durations and fixation frequencies are generally reported, giving the researcher an
indication of the participants’ attention on particular features of the stimulus. For
example, a researcher might want to study how students read an online homework
problem that contains both text and a diagram by comparing the time students
spend reading the text to the time they spend viewing the diagram. In this case,
the text and the diagram are identified as separate AOIs, as shown in Figure 2.
Fixation times then can be compared for each AOI to determine if students spend
more time reading text or viewing the diagram.
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Figure 2. Example textbook selection showing three areas of interest.

AOIs can be any size. In the example above, the text could be broken down
further, by paragraph, sentence, word, or even letter depending on the research
questions being investigated. Similarly, a single diagram may be identified as
a single AOI or broken down into individual pieces, identifying each piece as a
separate AOI.

There are several methods for creating AOIs commonly found in the
literature. The first is researcher-driven. Most eye tracking software includes a
tool that allows the researcher to draw an AOI directly on the stimulus. While
AOIs are commonly defined as rectangular shapes, many software packages
allow for polygons to enclose irregularly shaped areas. It is important to note that,
although AOIs can be defined before or after eye tracking data is collected, these
regions are not visible to participants, and are only viewable by the researcher
during analysis. The AOIs are not visible to the participants during tracking
sessions.

Each stimulus presented will have its own set of AOIs. If the stimulus is not
a static image, care must be taken to match the AOIs to what the participant views
at any given point in time. For example, if the participant is viewing a computer
animation, every frame of the animation will be slightly different, providing a
different stimulus image with its own set of AOIs. These are referred to as dynamic
AOIs because they “move” with the stimulus as the animation progresses.

AOIs can also be generated from the data using cluster analysis. This
technique aggregates gaze data across multiple participants to create AOIs that
represent areas with a high concentration of fixations. Unlike the area of interest
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tool, where the AOIs are selected by the researcher, this tool uses clustering
algorithms to identify patterns of eye fixations. One such method uses the robust
clustering algorithm proposed by Santella and DeCarlo (/00). This type of
iterative mean-shift analysis identifies dense regions of fixations or “clusters”.
To be considered part of the same cluster, the maximum distance between any
two points must be below a pre-set threshold that supplies good resolution of the
clusters and is outside the range of error for the eye-tracker. The resulting clusters
are irregular shapes and may contain the stimulus, or simply white space that is
not of interest to the researcher. The researcher must then use other information
(i.e., interviews, theory, expert analysis) to ascribe meaning to the resulting
clusters.

In general, the decision of how AOIs will be selected and the total number
of AOIs identified for a given stimulus should be determined a priori, before
data collection begins. Research questions may center on features of an image
that draw participants’ attention and the length of time they spend viewing these
features. In this case, the researcher may already have identified particular features
based on supporting literature or previous studies. Other research questions are
better answered using data-driven (post hoc) AOIs. For example, if a research
question asks “do students view the same regions of a diagram as their instructors
during problem solving?” it would be difficult to define the AOIs correlating to
the features the instructors view before data is collected. In this case, analyzing
eye tracking data from a group of instructors will identify AOIs they viewed most
often. Student data could then be analyzed against the instructor-defined AOIs to
answer the research question.

Regardless of how AOIs are defined, care should be taken to position the AOIs
in a way that facilitates the analysis. AOIs should be placed around objects of
interest, ideally so that they do not overlap, and have some margin between them
to avoid confusion in classifying gazes near the borders. The minimum size of
an AOI is limited by the accuracy and precision of the eye tracking system (5).
It is also advisable to provide a “buffer region” around an object of interest by
making the AOI slightly larger than the object itself to account for small errors in
measurement.

Once AOIs have been identified, recorded participant data can be analyzed
with regard to these regions. The most basic questions addressed by this method
of analysis are:

1. Did a participant view an AOI? That is, does the data contain one or more
fixations within an identified AOI? To answer this, the total number of
fixations made inside an AOI can be measured (fixation frequency).

2. How many times did a participant view an AOI? This can also be
answered with fixation frequency.

3. How long did a participant view a feature with a given AOI? To answer
this, the total amount of time the participant’s gaze was inside the AOI
(adding together all fixations within the AOI regardless of when they
occurred to give a measure of fotal fixation duration), or the average
length of fixation within the AOI (average fixation duration) may be
reported.
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The researcher may choose to compare all AOIs, compare one AOI to another
AOI, or compare the AOI viewing patterns of different subpopulations. Depending
on the research questions to be addressed, it may also be appropriate to report out
descriptive statistics for the data, or to conduct some between- or within-groups
statistical comparisons on the data (see Sanger (/0/) and Pentecost (/02)).

Scanpath Analysis

The previous methods of analyzing the data study where participants focus
their visual attention but do not take into account when participants are viewing
a particular area or object. Research that focuses both on the spatial dimension
and temporal dimension of visual attention will generally discuss eye movements
in terms of a “scanpath”. A scanpath is a chronological map of eye-movements,
including both fixations and saccades, overlaid on the stimulus. Analyzing
scanpath data requires using sequence-based analysis techniques for eye tracking
data.

Many sequence-based methods begin by reducing the data further, from a long
list of fixations to a simpler AOI string, which lists the sequence of a participant’s
AOI fixations in chronological order. Consider the following scanpath (Figure 3).
This scanpath can be represented by the following string: AABBBBBCC. This
string indicates that the participant first fixated on AOI A, followed by a second
fixation on AOI A, then a series of five fixations on different regions of AOI B,
and finally ending with two fixations on different regions of AOI C.

ACLA

Figure 3. A scanpath overlaid on a stimulus. This scanpath is made up of 9
fixations.
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Once the data for each participant is converted to a string, the strings can be
compared. A common method used to directly compare two strings is the string-
edit method (703, 104). This method counts the number of insertions or deletions
required to make the strings match. The fewer insertions and deletions necessary,
the “closer” the strings are to one another, and the more similar the scanpaths.

Another method of scanpath analysis focuses on the transitions that
participants make between AOIs. Typically this method of research is limited to
patterns that contain one or two transitions. For instance, consider patterns that
contain one transition for the hypothetical AOI string given above, AABBBBBCC.
The participant makes two fixations on AOI A (A-A) before transitioning from
AOI A to AOI B (A-B). There are then five fixations on AOI B (B-B), before
a transition from B to C (B-C). These transitions can tell the researcher how
participants move their gaze within a stimulus. It can also tell a researcher about
the relationships between AOIs and how viewing a particular AOI may trigger a
reflexive view of another AOI. Transitions can be represented with a transition
matrix, which lists all possible transitions between AOIs and tallies the total
number of transitions made by a participant. Statistically, the significance of
these transitions can be investigated, and Markov chain modeling can be used to
predict the likelihood of a given transition based on previous behavior. For more
technical details on these analysis techniques and an overview of other methods
for data analysis, see Holmgqvist, Nystrom, Andersson, Dewhurst, Jarodzka and
Van de Weijer (95).

Heatmaps

No discussion of eye tracking analysis methods would be complete without
mentioning heatmaps (Figure 4). Eye tracking data is frequently presented using
this technique. Heatmaps are primarily a visualization tool and are similar to
electron density plots. They aggregate fixation data and overlay the information
on top of a stimulus image, using color to show “hot spots” (where many
fixations were made) and “cool spots” (where relatively few fixations were made).
Depending on the algorithm used to produce the heatmap, the definition of “hot
spot” or “cool spot” can change. Heatmaps can also be used for quantifying or
statistically analyzing the data. The discussion of this goes beyond the scope
of this chapter, but a more in-depth presentation of these techniques is given in
Holmgqvist, Nystrom, Andersson, Dewhurst, Jarodzka and Van de Weijer (5).

Heatmaps can represent data for a single individual or a group of individuals
who view the same stimulus. They are useful for identifying participant-defined
AOIs, which can be particularly important within the context of a pilot study. They
are also easy to read, making them the most common visualization used to convey
results of an eye tracking study to a general audience. However, great care must
be given when using heat maps. They only represent frequency data and do not
convey the underlying meaning of the patterns shown. It is important to include
additional data to put the heatmaps in context.
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Figure 4. Heatmap overlaid on a stimulus. It shows the location and frequency of
fixations. Red indicates regions with the highest number of fixations (40 fixations).

Conclusion

Eye tracking is a powerful research tool to add to the chemistry education
researcher’s arsenal. Although many considerations need to be addressed when
designing and carrying out research using eye tracking, the insights that this
methodology reveals about how individuals experience chemistry are invaluable.
Drawing from existing research in usability, reading, scene perception, visual
search and pupillometry, both inside and outside our domain, this versatile tool
can be used to investigate a variety of topics. By combining tracking data with
data from other techniques, like the ones discussed in this book (i.e., interviewing
(13), observation (96), or surveying), we can gain a deeper understanding of the
cognitive processes and strategies individuals use while learning, teaching, and
practicing chemistry.
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The use of technology for teaching, learning and research
has become almost ubiquitous in the chemistry classroom
from student response systems, simulations and virtual
environments, to online courses complete with assessments.
The data generated by such activities can provide insight into
how students learn and how we might provide environments
that support learning. However, to take full advantage of the
affordances of technology, the activities that students perfom
must be meaningful and must generate useful data that can shed
light on student learning and trajectories towards competence.
In this paper we present examples from our work describing
how we have used technology to investigate and assess student
learning with large enrollment courses.

Introduction

Over the past few decades, technological approaches to teaching and learning
have led to the development of a wide range of approaches to support learning
including online homework systems (/—3), simulations (4), games (5), class
response systems (6, 7) and even whole online courses where all of the readings,
assignments, and tests are completed online (e.g. massive, open online courses
— MOOCs) (8, 9). For the researcher, these technologies can provide a trove
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of data, that, if properly analyzed, could provide insights into a wide range of
research questions.

Most of the work to date has been focused on whether the use of a particular
technology improves learning outcomes for students. For example, studies
have compared the use of online homework systems with traditional homework
(10-13), how the use of clickers affects learning (/4, 15), whether simulations
improve conceptual understanding (5), and have compared online and blended
courses with face-to-face courses (/6). What is interesting about all these works
is that the results are not conclusive; as was noted in the NRC DBER report (/7)
and in an extensive literature analysis (/6), there is little strong evidence that
technological aids to learning are effective in themselves. That is, “The use of
learning technology in itself does not improve learning outcomes. Rather, how
technology is used matters more” (NRC DBER report) (17). This is not to say
that technological approaches to learning have no promise, but rather that the
studies to date have not provided strong evidence. For example, there are almost
no randomized control treatment studies on the effects of online vs face-to-face
courses (/6). As has been previously noted (/6), many studies of online learning
systems are conducted by parties who have something to gain from their findings,
making any claims somewhat suspect (we would certainly not accept the claims of
drug manufacturers without well designed clinical trials). It appears that merely
incorporating technology into the classroom is not a guarantee of improved
learning. For example, studies on the use of class response systems seem to
indicate that it is implementation — to promote socially mediated learning — rather
than the actual use of the technology that improves learning (/5). Clearly, if
we are to embrace the opportunities (and avoid the pitfalls) offered by online
learning, it will become ever more important to learn how to assess student
learning in technological settings. At the moment, the evidence required to make
such decisions is lacking.

A second, much less investigated, area of research using technology
involves its use to collect data that captures students’ approaches as they
answer questions and work through tutorials or simulations. That is, rather
than investigating whether technology supported learning is more effective or
efficient than traditional face-to-face instruction, it could be argued that an equally
important use for such technologies is to investigate how students learn, how they
solve problems, construct models and arguments, and how their trajectories to
competence arise (/8). This kind of analysis requires that we encourage students
to answer questions that require them to construct responses, rather than being
asked to choose from among a set of preconstructed responses. Constraining
student actions by providing answers from which to choose, imposes conditions
that may (almost certainly will) affect the questions we can ask about learning,
and what we learn from those questions.

Although the promise of “big data” (/9) may be highly seductive, it is
important to understand that the nature of the online activity must be one in
which students construct artifacts, rather than simply recognize them. No matter
how many data points are collected, using commonly available, easily graded,
types of assessments such as simple multiple choice questions cannot provide
a particularly illuminating picture of student understanding. So, while a great
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deal of time and effort has been spent on developing intelligent systems that can
provide each student with a customized set of assessments of increasing difficulty
(20, 21), there is still a great need for technological systems that help students
go beyond recognizing facts and using algorithms. These systems need to help
students integrate ideas into conceptual understanding and construct models
(diagrams, pictures and structures), arguments and explanations (22). The truism
that assessments drive the enacted curriculum indicates that if assessments are
unable to probe important skills and concepts, then what is assessed will become
what is learned.

Systems That Allow Data Capture for Later Analysis

Technological supports to research data collection have been a mainstay of
many studies for many years. For example, researchers routinely record both audio
and video of student interviews or teaching activities for further analysis. See
Herrington and Daubenmire’s Chapter 3 as an example (23). More recently, it has
become possible to record and replay students’ writing with implements such as
a Livescribe pen (24). In practice however, all of these qualitative data collection
techniques are very time consuming to analyze and requires considerable expertise.
In a typical study using recorded audio, video or drawings, only a few (usually
less than 30) students’ or teachers’ data are analyzed. While these studies have
provided important insights about teaching and learning, they are not as feasible for
large numbers of study participants. Examples of the qualitative analysis process
can also be found in Talanquer’s Chapter 5 (295).

This chapter provides an overview of systems that use technology to
investigate how data from large numbers of students can be used in a meaningful
way to investigate how students develop scientific practices and skills. That is,
the use of knowledge rather than the acquisition of knowledge.

Interactive Multi-Media Excercises (IMMEX)

There are a growing number of studies where technological approaches have
been used to study teaching and learning for larger groups of students. One of
the first such systems was Interactive Multi-Media Exercises IMMEX) software,
which allowed students to solve problems by choosing menu items that were
tracked and stored in a database for further analysis (26). While the actions of the
students were predicated on the menu items available, a typical problem required
that students choose a sequence of as many as ten items to solve the problem,
and the possible permutations were very large. These problems were “knowledge
rich” and complex, and could not typically be solved by use of a heuristic or
algorithm. There was not one way to solve the problem, meaning that there were
multiple approaches to the solution. The sequences of students’ actions were then
clustered using data mining techniques (27, 28), which produced a number of
problem solving strategies or models. This process is shown in Figure 1.

A typical IMMEX problem scenario for general chemistry (Hazmat) required
students to identify an unknown compound by performing (virtual) tests (29). For
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example, students could perform a solubility or conductivity test to determine the
properties present and identify the unknown compound. Ideally, students would
use the results from each test to determine how to proceed, rather than randomly
performing tests. Using the hidden Markov models (30) produced by the IMMEX
analysis system, the students’ strategies were determined and could be used to
investigate how student problem solving abilities and strategies changed over time,
and after interventions (37).

In our studies, we found that student’s problem solving strategies stabilized
after solving five problems (3/-33). No amount of extra practice, even with
targeted feedback, produced further improvements. However, if students were
paired in problem solving dyads, where they were able to discuss their actions
and had to jointly decide on how to proceed, most students significantly improved
both their problem solving strategy and their ability (as measured by Item
Response Theory — IRT) by about 10% after one group session. Moreover, these
improvements were retained even after students returned to individual problem
solving sessions (37). A more detailed discussion of the background and use of
Hidden Markov modeling are provided in the original paper (37).

While almost all students improved equally in problem solving ability, there
were two exceptions to this finding (37). Prior to the problem solving activity,
students were given a test of logical thinking (specifically the Group Assessment
of Logical Thinking — GALT (34)) and assigned to one of three groups: high
(formal), medium (transitional) and low (concrete). If two students from the lowest
category (i.e. those who had difficulty with such tasks as proportional reasoning or
using data to make inferences) were paired, there was no improvement in problem
solving — not a surprising finding. However, we also found that female students
from the medium (transitional) group who were paired with a student in the lowest
group improved significantly more than any other group, and ended up in the
same problem solving category (i.e. with the same ability, and effective, efficient
problem solving strategies) as students in the highest ability (see Figure 1, state 5).
While much has been written on the advantages of collaborative learning, there
are few examples like this study involving large numbers of students (around 800)
showing how and where collaborative grouping can improve problem solving.

Unfortunately, the IMMEX software is no longer available for use and its
discontinuation is a reminder of how many resources are needed to operate such
software for research purposes. There are currently no other programs similar
to IMMEX that are commonly available. The development of systems such
as IMMEX require a great deal of expertise across a wide range of domains,
from computer science to cognitive science. Disciplinary expertise and an
understanding of psychometric techniques is also necessary. The inter- and
cross-disciplinary teams required to construct and maintain a complex system
such as IMMEX are few and far between, and the funding to support these
systems is also difficult to maintain. Our intent here by including a discussion of
IMMEX is to show what kinds of systems are possible.
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Moving from IMMEX to OrganicPad

While the IMMEX system provided a way to investigate how students solved
quite complex problems and allowed the researcher to track and model student
inputs, it was still somewhat limited in that all the possible actions had to be pre-
programmed into the problem space. That is, using the Hazmat IMMEX example,
each of the different unknowns must also contain pre-programmed results for the
various simulated tests that students could perform (e.g. litmus paper testing, flame
tests, solubility tests, and conductivity tests). While students had a great deal of
choice, it was not possible to allow them to construct their answer “from scratch”.
The advent of tablet PCs, and even more so iPads and other tablets, has provided
a more flexible interface on which students can write and draw directly. Our
first foray into completely open-ended input was the development of a chemical
structure drawing tool: OrganicPad (35).

OrganicPad is tablet PC software that can recognize and respond to free-form
input of chemical structures; it has since morphed into a web-based cross-platform
system as part of beSocratic (see discussion below). This system provides a natural
environment in that students can construct their structural representations using a
stylus, slate, or trackpad (35). OrganicPad can be used in a number of ways for
teaching and research purposes: as a classroom response system to automatically
grade and respond to students’ structures (using its teacher-student interaction
feature); as a formative assessment system where the system collects and grades
students’ structural drawings (using its quiz feature); or as a tutorial with multi-
tiered assistance (using its pre-programmed contextual feedback feature) (36, 37).
OrganicPad can recognize and respond to students’ structural drawings in addition
to providing feedback based on the students’ input, as it was designed to guide
students as they work to produce a reasonable structure (36). This feedback is
multi-tiered in that initial feedback may be more general, but if a student does not
respond with a correct action the feedback becomes increasingly more specific.
For example, if a student’s structure contains a carbon with six bonds, he/she
might first be prompted to reflect on the number of valence electrons present for
the structure. If the student continues to struggle, he/she would receive more
specific feedback that carbon typically forms 4 bonds. A thorough description
of OrganicPad’s various features are found in the user manual for the program
(37). In all of these modes (in addition to recognizing and responding to student
free-form structures), the students’ input data are recorded and stored for later
analysis. Using this replay feature, we were able to investigate the development
of skills associated with drawing and using chemical structures.

For example, we used OrganicPad to record and analyze how students
enrolled in organic chemistry developed Lewis structure drawing skills (38). We
determined that students had great difficulty constructing any structure unless
they were presented with structural cues (for example CH3OH instead of CH40).
Even with such cues, the success rate fell from around 80% to around 30%
correct, when the number of carbon atoms increased from one to two (38). After
supplementing this data with interviews and open-ended responses, we believe
that the reason students have such difficulty with this task is that the “rules”
for drawing structures are not based on any theoretical framework for learning.
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Constructing Lewis structures is often seen (at least by students and sometimes
by faculty) as an activity that has no meaning or purpose (for example, over half
of all students at all levels did not report any use for Lewis structures beyond
representing structural information) (38). That is, students were unable to see that
the reason for learning to draw such structures is to use them as a predictive tool
for how that substance may behave.

It should be noted that students can be quite successful in chemistry courses,
even organic courses where structure-property relationships are central, by using
heuristics instead of reasoning (39). That is, if students do not have a basic
understanding of these ideas, they cannot use reasoning to predict answers, and
must resort to heuristics and memorization.

In order to test this hypothesis, we designed a learning progression (40—43)
for structure and properties, as part of a new curriculum — Chemistry, Life, the
Universe and Everything (CLUE) (44, 45). Again we used OrganicPad to record
and analyze how students constructed their representations of Lewis structures.
Using the tagging feature for analyzing students’ structures we were able not
only to code the types of errors that were present in each student’s structure,
but also to develop a timeline for the actions of each student. For example, we
could identify if the student was able to correctly connect the atoms to form a
viable structure or if their structure contained too many bonds or electrons on
carbon. We could analyze the order students constructed their structures, and
whether this process was coherent or random. Using pre-programmed coding
allowed us to analyze large numbers of students’ structures since the program
could recognize and compile identical structures. For example, 100 responses
might be collapsed into 10 unique structures. This would give the researcher
fewer representations to analyze and would help in the process of coding large
data sets. In addition to coding students’ common mistakes, we were also able to
model the sequence of students’ actions during this construction process. Markov
modeling (37, 46) tracked each student’s steps through the construction process.
Based on similarities among structures, the user can determine which paths are
most commonly taken for constructing structures. Again the reader is directed to
the original literature for more details on how the modeling was performed.

These methods allowed us to compare students in the CLUE curriculum with
amatched cohort. We found that the CLUE students were significantly more likely
to construct reasonable Lewis structures than their traditional counterparts (44). It
should be noted that without this technology we would have been unable to do this
kind of comparison, not only because of the large numbers of students involved,
but also because OrganicPad allowed us to track and model the students’ input
data.

In a similar manner, we used OrganicPad to investigate how students
develop competence in constructing mechanisms in organic chemistry. Using
the program’s replay feature allowed us to create Markov models to identify
the sequence in which students wrote mechanisms (for example, about 20% of
students put the mechanistic arrows onto the reaction scheme after they had
drawn it — that is, they did not use mechanisms for predictive purposes) (47). We
were also able to determine that use of mechanisms did not affect the correctness
of common reaction products, but when students were faced with a problem
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in which they did not know the answer, the students who used mechanistic
reasoning were more likely to produce a reasonable product (48). Once again,
it is important to emphasize that it was the data collection and analysis tools
provided by OrganicPad that allowed us to do this research with large numbers
of students, to model trajectories over time, and to compare students in different
courses and stages in their development.

Moving beyond OrganicPad: The Development and Assessment of Science
Practices

While OrganicPad has been useful in providing information that was
previously unavailable, it is limited to concepts and skills associated with
chemical structure drawing. We wanted to use the kinds of data collection and
modeling techniques piloted with OrganicPad and extend them to other areas of
chemistry (and science).

There is a growing recognition that a working understanding of science
requires not only a grasp of the core disciplinary ideas, but also the ability to
combine disciplinary knowledge with a range of science practices. The recent
National Research Council Framework for STEM education (22) defines eight
“science practices” including modeling, explanation and argumentation, while
the Next Generation Science Standards (NGSS) (49) and the recently redesigned
high school AP courses (50) link disciplinary knowledge and science practices
into performance expectations that are assessed through tasks that involve the
ability to accurately apply working knowledge to new systems (transfer). Both
require students to construct drawings (by which we mean models, including
graphs, and representations) and to use data, concepts, and reasoning to construct
scientific explanations and arguments about specific phenomena. However,
a major problem with this evolving approach to teaching science is that the
assessments have not kept pace with the ideas and practices that we would
like students to develop. If students are to learn to construct models, defend
arguments and develop explanations, they must be provided with a learning
environment that allows them to develop these skills. Ideally, formative
assessment activities, where students receive meaningful feedback, would be part
of this learning environment. That is, we need to develop systems that will be
able to recognize and respond to student-constructed models, explanations and
arguments. Furthermore, if we as researchers want to learn about how students
develop these skills, and how to help students develop them, we need systems
that allow us to collect appropriate data for analysis. The rest of this chapter will
focus on how and why we developed beSocratic — a formative assessment system
— and research activities that have resulted.

beSocratic: A Formative Assessment System for Free-Form Diagrams,
Models, and Structures

beSocratic builds upon our work with OrganicPad; indeed, OrganicPad is
now subsumed within the new system. beSocratic is designed to allow students
to construct drawings, graphs and diagrams. However, systems that can recognize
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— a priori — any drawing that students might construct have yet to be developed.
Even recognizing relatively simple drawings is extremely difficult if there is no
point of reference for comparison. It is relatively simple to develop a system that
can recognize and respond to chemical structures, since there is an underlying
architecture and set of rules that can be used by the programmer. Recognizing
drawings requires a much more complex system, and while there are systems that
can recognize simple drawings (for example Cogsketch (51)), they are based on
highly sophisticated artificial intelligence systems and can be quite difficult to use,
both for the instructor and the researcher. It was our aim to develop a system that
would be easy to use, but would be powerful enough to recognize many types
of diagrams, graphs and some drawings. Our goal was to hit the balance among
flexibility, free-form input and ease of use. Currently over 100 activities have
been authored in the system and have been administered as assessments, in-class
activities, or homework. Access to beSocratic, along with pre-made activities, can
be obtained by contacting the primary author of this chapter. A user guide for how
to author beSocratic activities can be found on the website (52).

Description: beSocratic is an online, cross-platform, intelligent tutoring
system (21) designed for the recognition, evaluation and analysis of free-form
student drawings (53). It consists of two main interfaces: 1. an instructor
interface that allows for the development of activities and analysis of student data
and 2. a student interface where activities are presented and completed. This
system was specifically built as both a tool for instructors and researchers and
has been used for both purposes.

beSocratic activities are relatively easy to author (faculty have successfully
developed activities after a two hour workshop). The authoring interface is
purposefully designed to be reminiscent of PowerPoint or Keynote. That is,
activities are developed as a series of slides, on which one or more modules are
placed (Figure 2a). Most of the interactivity is gained through the SocraticGraphs
module discussed below. Other modules allow positioning of text, images, text
input boxes, drawing canvases, 3D molecular model viewers, GraphPad (54),
and chemical structure drawing (OrganicPad module). All student input data,
either drawing or text, is recorded for later analysis.

The SocraticGraphs module enables students to respond by drawing not only
graphs, but also diagrams and pictures. Especially when used in conjunction with
an underlying image, the range of responses that can be detected and responded to
is quite broad (Figure 3). Student drawings are analyzed based on rules that have
been pre-specified by the activity designer (i.e. researcher or instructor), such
as the number of maxima/minima, area under the curve, slope, and intersections
with coordinates or areas. The researcher/instructor can specify not only the shape
of a curve, but also the number of curves and (if there is an underlying image)
where student drawn responses should appear relative to that image. By using
and combining these rules it is relatively simple to develop activities for drawing
graphs and simple diagrams (Figure 2b).
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Figure 2. Screenshot of beSocratic: (a) authoring interface and (b) designing
contextual feedback with SocraticGraphs module.
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(a) (b)

Figure 3. Examples of using SocraticGraphs with an underlying image: (a)
arrow pushing in constructing mechanisms and (b) thermal energy transfer from
the system to surroundings.

As with OrganicPad, students are presented with contextual feedback of
increasing specificity when their submission does not meet one or more of the
rules for a correct answer. Typically the feedback is designed to elicit reflection
on the part of the student, rather than providing a correct/incorrect response. The
feedback from the system usually requires a response from the student, either
written or drawn, before the student can proceed. Even when a response is correct
(or adequate), the student is also asked to explain their thinking in a pop-up text
box before moving to the next page of the activity. This student response is also
captured. An example of incorrect feedback is shown in Figure 4a, while Figure
4b displays a correct feedback prompt. This type of activity can provide rich data
for both researcher and instructor. As we will discuss later, the data produced can
be mined and modeled to investigate how students respond to such activities.

beSocratic also has a unique feature that allows students to edit a previously
constructed drawing or text by making modifications according to their new
understanding. More specifically, students can be presented with their initial
model or explanation and asked to revise it by explaining or pointing out features
that align with their new knowledge and those that do not. beSocratic can track
not only the students’ original submission but also their edits for later analysis. In
fact this general procedure is applicable to a wide range of activities, including
constructing models, explanations and arguments (see specific examples below).
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Figure 4. Screenshots of feedback for (a) an incorrect student submission, and
(b) a correct student submission.
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beSocratic Data Analysis

There are a number of ways to visualize and analyze student submissions, both
individually and for large data sets. For example, a specific student’s response can
be replayed so that sequences of their actions can be observed, coded or tagged for
later analysis. This feature works with all modules in which students’ submitted
input, specifically including text, graphs and drawings. Alternatively, the grid view
(Figure 5) presents a thumbnail of each student’s final submission. Selecting a
submission enlarges the thumbnail and provides the controls needed to replay the
submission.

The grid view allows instructors and researchers to quickly scan the images for
interesting submissions that may require further investigation or which might serve
as useful (anonymous) exemplars for in-class discussion. beSocratic provides an
excellent way to incorporate just-in-time teaching techniques (55). For example,
in a large enrollment classroom setting we might have students vote (for example,
by clicker) on the best answers and possible ways to improve the response.

beSocratic Post-Analysis Research Tools

beSocratic is capable of recording hundreds of student submissions for an
activity. Since analyzing this volume of data can be very time consuming, we
have integrated a set of post-analysis tools that helps facilitate the process in
order to discover insights about student learning. Post-analysis in beSocratic
is broken down into two stages: coding and clustering. During the coding
phase, researchers are able to use beSocratic to attach codes to submissions
either manually or, in some cases, automatically. For manual codes, researchers
replay student submissions, pause the replays, and assign one or more custom
codes at the paused position in the replay. In addition to these hand coded
submissions, beSocratic can automatically assign codes for questions that used
the SocraticGraphs module. In this case, the question’s rules and feedback act as
the codes themselves. It is important for us to code the replay instead of simply
analysing the final submission. With the codes created in this way, beSocratic
uses various clustering techniques (such as Hidden Markov Modeling (30)) to
discover and visualize groups of students who have similar final answers and
used similar actions to arrive at their final answer (Figure 6). By analyzing
submissions in this way, beSocratic can quickly identify distinct strategies that
students are using. Furthermore, beSocratic can use the results of the clustering
(i.e. the strategies that students used) as input into future activities so that when
a student is following a previously identified problematic strategy, the system
can intervene with targeted feedback as an attempt to guide the student to a more
correct strategy.

231
In Tools of Chemistry Education Research; Bunce, D., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2014.



(4 %4

List

Scale:

Grid

Visualize

Export

|Save Images |

* ol anew

3468

3469

3470

3471

Figure 5. Grid view of a group of students’ submissions for the question “Draw a graph of the number of atoms in the Universe vs time.’

In Tools of Chemistry Education Research; Bunce, D., et al.;

ACS Symposium Series; American Chemical Society: Washington, DC, 2014.

1



€€T

Groups @ 1 Sequences (& Options Legend I Hidden Markov Model ~ (& Options

* B Incorrect Slope Intersections (19/145) \

| Load |~ || Save I'J\ Undo |

— TR I Not Linear
™ =
El promm B Correct
| comex | > [ Incorrect Intersection
D = | Split |
|Merge |

Slope> Intersection> Lir [ 2 |
* J

Slope>Intersections

Intersections

Slope> Few Intersection

D = Split
Merge

Not Linear>2 Intersectic|
L+ |
{ - | spit ” |

| MergeAll || Refreshall | 7 v | Layout the Model

Figure 6. An example of hidden Markov modeling to determine students’ strategies.

In Tools of Chemistry Education Research; Bunce, D., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2014.



Examples of beSocratic Activities

As previously noted, there is an increasing move towards assessments that
require students to construct rather than recognize. There is also emerging
evidence that student understanding cannot be captured by forced choice
instruments that probe only one aspect of a complex concept. For example,
Talanquer (56) has shown that many students use recognition heuristics to answer
the kinds of ranking tasks that are often addressed in multiple choice questions.
Furthermore, we have found that students who are able to correctly identify (for
example) relative boiling points of compounds often use inappropriate reasoning
(39). Instead of possessing a coherent model of a concept, many students utilize
a rather loosely woven tapestry of facts, heuristics, and skills that may allow
them to choose a correct answer without constructing a model or explanation. If
we want to promote robust learning, we must provide students with appropriate
learning materials that allow them to develop these skills, rather than accepting
the results of shallow learning.

We present here two possible approaches to using beSocratic to support the
development of conceptual understanding while, at the same time, emphasizing
important science practices.

1. The Development of a Model To Describe the Energy Changes as Molecules
or Atoms Interact

It is well known that many students believe bonds contain energy that is
released when they are broken. This “misconception” is persistent, pervasive,
and resistant to instruction (57, 58). While there are many reasons for this (59),
it is clear that current approaches to teaching bond energy ideas are not effective.
We are using beSocratic to develop approaches, using the construction of models
and diagrams, to help students develop a more coherent concept of chemical
energy involving the role of energy in atomic and molecular interactions. An
early activity involves students constructing graphical representations of forces
and energy changes (potential, kinetic and total) as two isolated atoms approach
each other. As students construct these graphs, feedback is provided based on the
underlying logic that has been supplied by the instructional designer. Figures 4a
and 4b show a student’s initial and final attempt to draw the potential energy (PE)
curve as two neon atoms approach each other. After each attempt, the student
is provided with a prompt (of increasing specificity if necessary), and finally
asked to explain the shape of the curve they have drawn. Ultimately, they must
construct not only the representation of the energy change, but also explain what
that representation means.

Recall that models are important because they can be used to predict how a
system will behave under different conditions. Typically in beSocratic, once the
student has mastered the first activity they are asked to use that understanding in
a new situation. So for example, in the interactions activity students are presented
with their final PE curve of neon (beSocratic has a “copy previous” function that
can copy a student’s input from one screen to another) and asked to draw a new
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potential energy curve for the interaction of two argon atoms. That is, students are
asked to show (and then explain) how the position of the minimum for argon is
related to that of neon (Figure 7).

Internuclear distance

Potential energy

Ne

Figure 7. Development of a model for potential energy changes for interactions
and bonding. A student’s response indicating the potential energy change for the
interaction of two argon atoms versus two neon atoms.

The students’ responses for these activities can then be analyzed using a
variety of techniques. For example, the students’ graphing attempts can be
clustered to determine the types of strategies present in that group (Figure 6).
We can look at how student success on the initial activities follows through to
the transfer activity by clustering the data from each activity. All of the student
text responses have also been captured, providing a wealth of data that can
be analyzed. While automated analysis of the text responses is not currently
available, we are pursuing collaborations with other researchers to investigate
this possibility (60).

2. Using beSocratic To Help Students Learn To Develop Arguments and
Explanations

While beSocratic is not able to respond automatically to students’ text
submissions, there are a number of approaches we have used that involve student
writing alone (that is, text without an associated drawing or model to describe).
For example, we are using beSocratic to help students learn to construct arguments
and explanations. Students might be asked to predict and explain their choice as to
which of a given set of atoms is larger, has the highest ionization energy, or is the
most acidic. Often when students are asked to do this kind of task, they will make
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a prediction (a claim), but are unable to explain why their answer is correct. Even
if an explanation is given, it is often in the form of a heuristic (56), rather than
one in which students use data or scientific knowledge to provide their reasoning
and support their prediction. Therefore, when students are initially assigned such
a task, we tend not to see a rich explanation of the phenomenon; in fact, little use
of data or scientific understanding to support the argument is observed.

We have developed a series of activities in which students are asked the initial
question in beSocratic, and then introduced to the idea of providing an explanation
that has three components: a claim, the supporting data or evidence on which they
are making this claim, and the reasoning that links these two. The student is then
asked the initial question in three separate ways.

1. What is the claim you are making?

2.  What data, evidence or scientific principle(s) are you using to support this
claim?

3. How does this data/evidence/principle support this claim (i.e. what is the
reasoning behind your answer)?

The student is then presented with their initial response, using the “copy
previous” feature, and asked to edit their answer in light of the new reasoning.
Students’ initial and final responses can then be compared to evaluate the
effectiveness of the activity. In this way, even though we cannot automatically
analyze students’ text input with beSocratic, we ask student to reflect on their
own writing and improve it.

For example, in an activity where students were asked to explain the trend
in atomic radius across a row in the periodic table, one student wrote: “As you
go across a row, the atomic radius decreases.” After the activity she edited her
response to read (changes from initial submission underlined for emphasis): “As
you go across a row, the atomic radius decreases. This is because the number
of protons increases as you go across a row. The more protons that are present,
the stronger pull the nucleus has on the electrons. Therefore, the radius is
smaller because the electrons are pulled in closer to the nucleus.” In this way
we have encouraged the students to provide a much more full explanation of the
phenomenon. This use of the affordances of the technology to prompt students
to reflect and retrieve relevant information can make student thinking more
accessible to the instructors and researchers.

Conclusion

In this chapter we have attempted to present a number of alternate approaches
to the use of technology for research on teaching and learning. It is our firm
belief that appropriate use of technology can provide information that will result
in real improvements in our approaches to the development of research-based
pedagogies. However, if we limit ourselves to approaches in which students are
asked to complete forced choice assessments, the result will be that students will
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find it increasingly difficult to synthesize their ideas into coherent conceptual
models.

The use of technology can help us learn how students develop not only
knowledge, but also the science practices that allow them to use this knowledge
in new situtions.
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Chapter 13

A Two-Pronged Approach to Dealing
with Nonsignificant Results

Diane M. Bunce*

Chemistry Department, The Catholic University of America,
Washington, DC 20064, United States
*E-mail: Bunce@cua.edu

Chemistry education research requires a great deal of planning,
coordination among students, faculty and institutions, as well
as permission from the Institutional Review Board (IRB).
The process is not quickly duplicated when an experiment
yields statistically nonsignificant results. A check of the
experimental design, analysis, and theoretical framework
should be conducted before either accepting the nonsignificant
results as valid or deciding that the experiment must be
redesigned and re-implemented. This chapter discusses a
two-pronged approach of Planning and Post-hoc analysis for
dealing with nonsignificant research results before making
that decision. Included in this approach is the importance of
developing well constructed experimental designs that are not
dependent on the results of a single low power statistical test
and are grounded in appropriate theoretical frameworks. It
also includes strategies for re-examination or re-analysis of
nonsignificant results when a solid research design has been
employed.

Introduction

As researchers, we understand that research is not complete until it is shared
with others in the field through widely available publications. Publication in
peer-reviewed journals, monographs, or books—either online or in print—is
the time-honored way that professionals make their work available to others.
But how often have you seen authors publish research that shows no significant
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results? Many researchers (and reviewers) seem to believe that if there are no
statistically significant results, the research is not valid and therefore not worthy
of publication. However, this is not necessarily true. If the research is carefully
planned and analyzed, it is just as important to report nonsignificant results as it
is to report significant results. This expectation is more prevalent in medicine
than in studies on learning. For instance, according to Jaykaran et al. (/), of the
276 studies published in Pub Med journals in 2009, 18.4% described important
primary outcomes that were not statistically significant. There are also articles
published in other fields that report nonsignificant results for their main or primary
effects (2).

Statisticians argue that nonsignificant p values don’t necessarily mean
that the null hypothesis has been proven. In other words, when you have a
nonsignificant p value, the compared groups may not be statistically significantly
different but that doesn’t prove they are equal (/). Other intervening variables in
the research methodology must be considered including adequate sample size,
effect size (strength of association) (3), and power. It is important that researchers
are aware of the experimental design parameters that can unduly affect one’s
ability to predict significance. Included among these parameters are the following
three issues: (1) The ability to meet the assumptions of the statistical tests used,
including normality of distribution or homogeneity of variance; (2) Effect size
(partial eta squared), which is a measure of the degree to which the two variables
are associated with one another; and (3) Power, which can be influenced by
sample size, effect size, or alpha level (4).

The question remains—is research with nonsignificant differences valid and
if s0, is it publishable? The answer is a strong ““it depends”. It depends on issues of
theoretical framework, experimental design, and analysis. Part of this discussion
also relies on the researcher’s ability to both explain and defend the research
to editors, reviewers, and the reader. Understanding the issues of experimental
design, theoretical frameworks, and analysis can empower a researcher to develop
a manuscript that highlights the strengths and accurately describes the limitations
of nonsignificant results. Tightly designed and knowledgeably explained research
with nonsignificant results is worthy of publication because it can address
important issues. Nonsignificant results do not necessarily mean no results.

Specific Issues To Be Addressed in
Chemistry Education Research

It takes a great deal of time to plan and execute quality research in chemistry
education. Both qualitative and quantitative studies involve time intensive
protocols and analyses. Quantitative research designs typically require a good
deal of time on the front end identifying variables, modifying or creating the tools
to measure the variables, and determining the validity and reliability of the tools
before using them. Database formats should be determined and data collected,
entered into the database, and combined or modified before being analyzed.
Statistical tests used in quantitative research must be selected and matched to the
questions asked and the data collected. However, before these statistical tests
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can be legitimately employed, the assumptions of each test must be met or valid
modifications made to the data, test, or interpretation.

Qualitative research is not a quick and necessarily less structured approach to
research. There are “rules of engagement” for qualitative research designs that also
must be addressed. In chemistry education research, these often include, but are
not limited to, selecting the type of qualitative methodology used such as surveys,
interviews, think-aloud sessions, observations, ethnographic studies, focus groups,
or free response written answers. Qualitative research often generates a very large
amount of data and the researcher must be prepared to handle and analyze such an
abundance of information. Often inexperienced qualitative researchers become so
bogged down with the data collected that they run out of time or perseverance to
analyze it effectively.

These methodological issues are well within the realm of problems faced
by researchers in any field of chemistry. However, there are other issues facing
chemistry education researchers that are not typically faced by chemists but
which are equally important in terms of being able to carry out the study of
choice. The main issue here is that chemistry education researchers are dealing
with human subjects with all the rights, protections, and availability issues that
are associated with such research. Human subjects must be protected not only
from bodily harm but also from misrepresentation of the purpose of the research
they are participating in and violation of their privacy. The ethics of this type of
research also include safeguarding subjects who are enrolled in school and are
not to be put at undue risk of failure or decreased academic success by agreeing
to participate in the research. For these and other reasons, all research that
involves human subjects must be guided by the national rules for conducting such
research. Most colleges, universities, school districts or other organizations have
set up Institutional Review Boards (IRB’s) whose role is to assure that all human
subjects involved in research understand the risks and benefits of engaging in
such research and are guaranteed the right to either join or withdraw from the
research at any time without any detrimental consequences. The chapter by Bauer
(5) in this book describes the IRB review process in more detail. However, it
is important to realize that IRB guidelines may affect or alter the researcher’s
initial plan for collecting data. In some cases the question the researcher wants
to investigate cannot be addressed by the data that is permissible to collect under
IRB guidelines. In these cases, the question asked may need to be modified and in
other cases the data collected may need to be aggregated or analyzed differently
in order to accommodate both the researcher and the IRB. Putting all these pieces
together requires creativity, patience, persistence, and the ability to compromise

When working with intact classes, it is also advisable to take into
consideration the timeframe of academic quarters, semesters, or school years. If
the experiment is not planned with this framework in mind, the student population,
teacher, or content may change substantially due to preset academic timeframes.
This poses a viable threat to data collection or interpretation. It therefore is
necessary to plan the research within the academic timeframe of the population
being investigated. This might mean that the actual planning of the research or
preparation of the IRB proposal begins earlier than first anticipated.
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In many institutions, IRB guidelines are interpreted to prohibit including the
researcher’s current classes in the research being conducted. As discussed by
Bauer (), this interpretation may vary by institution. Under such guidelines, the
cooperation of other teachers may be necessary to provide access to a population
that is not under the grade control of the researcher. Cooperation of other faculty
can be a good opportunity to engage non-chemistry education researchers in a
project to address common problems. Cooperation under these circumstances may
be relatively easy to organize. However, in some situations other faculty may
have little interest in the question being investigated and may not be particularly
interested in being inconvenienced or having their workload increased to support
the project at hand. The researcher must be sensitive to these concerns and also
to the issue of the other faculty members’ perception of the threat of judgment of
their teaching abilities that such cooperation might entail. Cooperating teachers, as
well as the subjects, must have their professional and personal rights protected in
the research study. Open communication, safeguards to professional and personal
reputations, minimization of additional workload and communication about the
purpose and methodology of the research are the responsibility of the researcher
in this situation. The researcher must also accept at face value the decision of
colleagues not to participate in the research. Cooperation with other colleagues
can add to the validity and feasibility of a chemistry education research project
but such arrangements may take time, planning, and open communication.

In light of all the planning, permission, and cooperation that can be involved
in setting up chemistry education research projects, it is especially discouraging
when the results of a study are nonsignificant. Very often the IRB approval
process, academic timeframe, and cooperation agreements with other teachers
will not sustain a duplication or modification in a “do over” experiment. The
researcher often will need to start the process over again from the beginning. This
could delay a follow-up experiment by several months or even a year.

Taking these factors into consideration when planning a research project
should help minimize organizational and timeframe problems that might add to
the chance of nonsignificant differences in a quantitative or mixed design study.
If these organization issues can be controlled, then there is a greater chance that
nonsignificant results, if they occur, can be interpreted as valid.

Two-Pronged Approach to Dealing with Nonsignificant Results

There are two ways of handling the issue of nonsignificant research
results. This two-pronged approach involves Planning and Post-hoc analysis.
Planning involves developing an experimental design that identifies and controls
confounding variables to help insure that nonsignificant results are valid. Post-hoc
analysis includes re-examining both the data and analysis to check for accuracy,
validity of statistical tests used, and possibilities for re-analyzing the data already
collected to further address the original or related research questions.
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Planning
Experimental Design and Theoretical Framework

Research is an iterative process. It is not actually carried out in the straight
forward, efficient way it appears in the final publication. Through a formative
evaluation process, decisions can be made throughout the research that were
not anticipated at the start. However, the research process works best when
the advance planning is thorough and well done. Thorough research planning
includes asking an important question that has a strong theoretical framework
and uses a multi-variable experimental design. The tools used to measure these
variables should be identified, modified or created, and tested before they are
used to collect actual data. The data collected, either qualitative, quantitative,
or both, should approach the research question from different directions but
all directions should add to the understanding of the research question. This
approach sometimes takes the form of investigating smaller research questions
whose results help explain the main question even if they don’t directly or fully
address that question. The conclusions from the investigation of any research
question should be tied to the theoretical framework that drives the research.
Without this connection to theory, each experiment is a stand alone “point of
light” that doesn’t advance our systematic understanding of the question asked.
The following discussion includes several areas that should be taken into account
in the planning process.

Asking Good Questions

It is important to ask important questions in research. Many times the
important questions are not easy to investigate and researchers may opt to address
the easier questions. An example of opting to address easier questions includes
the situation when we really want to know if a new method of teaching helps
students learn but we only collect data that investigates how students feel about
the new method. It is true that how students respond to a teaching method has
an effect on how well they learn, but investigating only how students feel is not
the same as investigating if there are statistically significant learning gains with
the new method. Learning gains are harder to measure than student opinion but
student opinion alone doesn’t fully address the question of learning.

Once the research question has been identified, the researcher should ask what
“take-home” message he or she would like to report as a result of this research.
Identifying the “take-home” message is a good way to insure that you are asking
the questions you really want to investigate. The process of getting from your
question to an experimental design and eventually to the “take-home” message
has been discussed elsewhere (6).

To illustrate what is meant by asking important questions and comparing
them to the take-home message, information is presented here for a specific
study on the effect of online homework (HW) on student achievement in general
chemistry. The question that initially drove the study was the following: Does
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the use of online HW affect student achievement in general chemistry? The
take-home message was hypothesized to be either: (1) The use of online HW
does increase student achievement and therefore, is worth the effort and expense
or (2) The use of online homework does not increase student achievement and
therefore, is not worth the effort and expense.

Theoretical Framework

Theoretical frameworks are commonly misunderstood by journal authors.
The purpose of a theoretical framework is to situate the current research within
a larger picture. In chemistry education, the larger picture is often how learning
occurs within the student and what can be done to facilitate that learning. In order
to investigate the larger picture, theories of how learning occurs may be needed to
explain how the current research fits into the larger picture of learning in general.
Theoretical frameworks that apply to learning are often found in the fields of
educational or cognitive psychology, sociology or technology education. The
importance of having a theoretical framework is explained in other references
(7-9).

Researchers should also be familiar with similar research that can inform the
proposed research design. References to similar research can be thought of as an
application framework. New research should be proposed after a thorough review
of other work on the question or related questions has been completed. Without
a thorough review, the proposed research could be repeating what has been done
or make the same experimental design mistakes that other authors have already
identified.

An informal survey of research articles published in the same two month
period, primarily from two journals—Journal of Chemical Education and Journal
of College Science Teaching—show a range of studies that include both theoretical
and application frameworks to those that include mostly application frameworks.
The continuum of articles that have both theoretical and application frameworks
(10-16) to those that have mostly application frameworks (/7, /8) are included to
provide the reader with some examples of the differences.

In the online HW study described above, the theoretical framework of the
expected benefit of online HW was based on the theory of the importance of
immediate feedback (19, 20) and the Transfer-Appropriate Processing (TAP)
approach (21, 22). The TAP literature discusses whether it is important to have
the homework (or practice) question format match the format of the test question.
Another theoretical framework that could explain the effectiveness of online
HW is the information processing view of learning that equates true learning
with a change in schema organization (23). According to this theory, if there
is no change in a student’s schematic organization of knowledge then learning
has not taken place. This theory has implications for the effectiveness of online
HW. If online HW does not engage students in the processing of new knowledge
with previously held knowledge, then it is doubtful that online HW will have a
significant effect on learning that would result in increased test achievement.
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The application framework for the online HW study included articles that
reported a significant difference in achievement between paper vs online HW
in a large enrollment physics class (24) and those that showed no significant
difference between paper vs online HW (25, 26). Another study reported on
student perception of the benefits of online HW (27). A second application
framework considered included the effect of parameters that can be set in how an
online HW assignment is conducted. For instance, if the number of tries that are
set by the instructor in the online HW are too numerous, then guessing rather than
thinking about the material may result. Kortemeyer (28) investigated how males
and females reported using multiple tries in an online HW environment. Student
responses about how they used multiple tries included “to submit random stuff
or guess” as well as “having many tries allows me to try out my own approach
without the stress or worry about grades”. If multiple tries encourage guessing,
then little change may take place in students’ schemas and as a result, online HW
may have little effect on achievement. If multiple tries encourage students to
attempt different understandings of a concept, then online HW should increase
student achievement.

Revising the Question

Consideration of the theoretical and application frameworks often leads to
new ideas or new ways of looking at a situation. This can result in a revision of
the original question or the development of subquestions that can be more easily
measured than the overall question. In the online HW study, the theoretical and
application frameworks led to a revision of the original question—does the use
of online HW affect student achievement in chemistry? It was tthought that a
revised question could address why some studies in the application framework
report significant effects on student achievement of using online HW while others
do not. The hypothesis was that not all online HW questions are the same. It was
hypothesized that conceptual and traditional questions might have a differential
effect on student achievement. Nothing in the literature showed that this aspect
of the influence of online HW on achievement had been previously investigated.
It was further hypothesized by the researchers that if the effect of online HW
on achievement existed but was small or if the use of conceptual and traditional
questions had opposite effects on achievement, then the overall result of online
HW might be masked. The original question in the online HW study was modified
to directly investigate the effect of conceptual vs traditional online HW questions
on student achievement. Revised Question: Do conceptual and traditional
online HW questions have a differential effect on student achievement? Revised
take-home message: If there is a differential effect due to question type, teachers
may purposefully choose which type of questions to include in their online HW
assignments.
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Multivariable Design

A treatment vs control design is an effective way to control many intervening
variables at once. By identifying and controlling these variables, there is more
confidence that the results of the research are valid. In traditional science
experiments, treatment and control studies are fairly straightforward to set up.
However, in studies with human subjects where the researcher often does not have
the administrative ability to randomly assign students to one section or another or
to split a given class into a treatment or control group, this experimental design
is often difficult to initiate. In this situation, the best option for human subject
researchers who want to do classroom research may be to use a one-class design
where different levels or variations within the same class are compared. For
instance, one can look at the effect of a particular teaching or learning innovation
on high vs low achievers in the same classroom; male vs female students; or
students who invest a certain amount of time into studying and those who do not;
etc.

In the online HW study, a preliminary “learning laboratory” type study
was planned to see if there was a difference in how students solved conceptual
vs traditional questions in terms of where they looked on the computer screen
for an online HW question and how often they correctly solved each type of
question in an online environment. This study was based on the underlying
theoretical framework of the mind-eye theory (29) that says people are thinking
about the object they choose to look at. In this study, that meant it was important
to investigate whether students looked at a different part of the problem on the
screen (question, answers, and hint) or spent a different amount of time on the
question, answers, or hint for conceptual vs traditional online questions. This
data addressed the question of whether students solved conceptual and traditional
questions differently in terms of what part of the question they concentrated on
and for how long. The second question addressed in this preliminary study was
whether students were successful in solving conceptual online HW questions at a
different rate than traditional questions.

The mechanics of the the eye tracking technology used in this study included
measuring the gaze patterns, which included where students looked on the screen
and the amount of time spent on each of the components (question, answers,
and hint). Eye tracking, like think-aloud interview protocols (see Herrington and
Daubenmire (30)) is typically performed in a one-on-one interview format. The
screen on the eye tracker in this experiment displayed the problem including
question and answers with a box labeled “hint”. If students chose the hint, a
new screen appeared with the question, answers, and hint displayed. The eye
tracker measured where and for how long students looked within each of these
pre-designated Areas of Interest (AOI’s)—question, answers, and hint. Students’
answers to the questions were also evaluated for correctness.
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Modifying or Creating Tools

Often the research tools we need in chemistry education research do not exist
and must be either created or modified from existing tools. Regardless of whether
tools are created or modified, issues of the validity and reliability of the tool(s)
must be addressed. Validity is defined as the extent to which a tool measures what
it is supposed to measure (4). There are three different types of validity, namely,
content, criterion, and construct validity. Content validity deals with how well
the instrument measures the appropriate content. Criterion validity addresses the
question of how well the instrument measures the same variable as an established
instrument. Construct validity compares an instrument to the underlying theory.
Reliability, by contrast, is defined as a measurement of how free an instrument is
from random error (4). It involves the stability of an instrument and its internal
consistency. Researchers often use tools that have been used for other purposes
and modify them to fit the current research. Examples of this include research
using modifications (/8) of the established online Student Assessment of Learning
Gains (SALG) (37) and tools (25) originally developed for other purposes. When
tools are modified or used with a different population, the validity and reliability
should be re-established.

The questions used in this eye tracker study were modified from online
HW questions already assigned, or if no appropriate question could be found,
then a question was created. The questions and hints were designed to fit a 2x2
array which included Conceptual Question—Conceptual Hint (C-C); Conceptual
Question—Traditional Hint (C-T); Traditional Question—Traditional Hint (T-T);
and Traditional Question—Conceptual Hint (T-C). In some cases, new hints had to
be constructed to fit the cell within the array. A traditional question was defined
as testing recall or algorithmic knowledge. A traditional hint was a hint that
gave specific directions for solving the problem at hand. A conceptual question
was defined as a question that required higher order thinking such as analysis
or problem solving. A conceptual hint was one that provided help with the
underlying concept and not directly with the specific problem. The validity of the
questions (appropriateness for the students enrolled in the course) was reviewed
by the course instructor. The validity of the conceptual/traditional designation of
questions and hints was determined from the ratings of two chemistry education
research reviewers who were not otherwise involved in this research.

In the online HW study, ten students were recruited from a nursing chemistry
class that had used online HW all semester. Each student was asked to solve 4
problems on the eye tracker that were randomly selected to include one question
from each cell of the 2x2 array described previously. Students solved the problems
and data were collected on both student achievement and gaze patterns for the
questions assigned.
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Triangulate Data

When interpreting data in an experiment, it is important to interpret it
objectively. There is a temptation for the researcher to make the data say what
is expected or hoped for. If the experimental design is not tight enough or the
questions investigated not specific enough, a lot of variability can exist in data
interpretation, which could lead to an incorrect conclusion. One way to handle
this situation is to triangulate data that cannot be measured as accurately or as
specifically as would be hoped. Triangulation is defined as an effort to measure a
phenomenon by several independent measurement routes (32). Triangulating data
can help control the variability in data interpretation through the development of
a more extensive experimental design. In terms of planning for the possibility
of nonsignificant results, the more data collected to address the same question
and the more perspectives investigated, the stronger the case that nonsignificant
results are valid results.

Triangulation can be a combination of qualitative and quantitative data to
address the same question. Combining qualitative and quantitative data is the basis
for a “Mixed Methods” design. Qualitative measures have the advantages of being
able to help (1) identify pertinent variables that might not be otherwise known in a
study, (2) bring the research question into sharper focus with the measurement or
control of these pertinent variables and (3) support the accuracy of interpretation
of quantitative results. Qualitative studies often involve smaller sample sizes,
which limits the generalizability of the results. Qualitative studies do give a more
indepth picture of what is actually happening in student learning by addressing
questions of what kind of learning and why or how learning takes place. By
contrast, quantitative studies typically include larger sample sizes and mark trends
or combine results that increase the generalizability of the study. Quantitative
studies often do not address the questions of why or how something takes place.

In the online HW study’s preliminary eye tracking experiment, a qualitative
approach involving ten students was used to inform the next part of the study that
examined the effect of conceptual vs traditional online HW questions on student
achievement on tests.

Building in Backup

With all the effort that goes into setting up a human subjects’ research
project, it is wise to redefine the original question into a series of subquestions
that can each be investigated with individualized methodologies and tools. This
approach increases the chances of finding significant differences in one of the
several subquestions rather than hinging the entire project on the statistical results
of one main question.

In the online HW study, the revised research question (Do conceptual vs
traditional online HW questions have a differential effect on student achievement?)
was further subdivided into several more specific questions that each had its own
methodology and results to report. For the qualitative eye tracking experiment,
the following two questions were proposed:
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*  Are students more successful solving one type of online HW question
(C-C, C-T, T-C, or T-T) than another?

* Do students have different gaze patterns in areas of interest (question,
answers, and hints) for each of these question types?

For the whole class study, the following questions were proposed:

* Does student achievement on conceptual or traditional online HW
problems affect

» overall student achievement on tests?
» student achievement on conceptual vs traditional questions on
tests?

* Does student achievement on test questions with an online HW
antecedent question (conceptual or traditional) differ from achievement
on test questions without an antecedent online HW question?

The addition of these finer grained questions requires different methodologies
and collection of different data sets. By developing these questions as partial
answers to the overall research question, we both increase our ability to more
fully address the overall research question and increase our chances of obtaining
significant results for at least one subquestion.

Pilot vs Preliminary Studies

Pilot studies are small scale studies that help researchers evaluate the
feasibility of a larger study. Pilot studies are also very useful in trying out
experimental designs and instruments. Many a problem, including nonsignificant
results, can be averted when a particular experimental design is tested on a
small scale. During a pilot study, one might find that the method of measuring
differences is not detailed enough or the plan for interviewing students does not
attract an adequate number of volunteers. Other important lessons that may be
learned from pilot studies are that students do not volunteer to complete online
surveys in a sufficient number or that the number of questions asked during an
interview are too numerous and take too long to answer. Pilot studies can help
the researcher avoid substantial squandering of time, effort, and money in the
investigation of a research question that results in nonsignificant differences.

Preliminary studies are also done to determine the reliability of tools such
as surveys or think-aloud questions. By conducting preliminary experiments,
the researcher can determine the reliablility and validity of instruments before
launching a full study.

The main difference between pilot and preliminary studies is that pilot
studies normally include a majority of the components of the main study whereas
preliminary studies are usually focused on a small part of the larger study. Both
offer important information dealing with efficacy of the experimental design
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and analysis of the data for a planned larger study. It is highly recommended
that either or both pilot and preliminary studies be conducted before launching a
bigger study to insure meaningful research results.

In the online HW study, we did not do a pilot study. Instead we did a
preliminary study using a limited number of students in an eye tracking learning
laboratory situation. The results of the preliminary study suggested that the
students did not treat conceptual and traditional questions differently in terms of
the time spent or components (question, answers, hint) analyzed. The results of
the preliminary study shaped our subsequent larger study in the sense that we no
longer deemed it necessary to have specific types (conceptual or traditonal) hints
available for every online HW question we included in the study.

Explain Conclusions within Theoretical Framework(s)

Although it is unusual to talk about conclusions before the data are analyzed,
conclusions are included in this experimental design and theoretical framework
section of the chapter because they involve some of the issues involving theoretical
frameworks described here. When writing conclusions it is important to remember
that conclusions must be based on the data presented and not the data the authors
wish they had collected. In addition to relating to the data, the conclusions should
refer back to the theoretical framework and be explained within that framework.
The conclusions should be compared to the research results from the application
framework and either expand conclusions in the research already published or
confront them with explanations based on both the experimental design and the
theoretical framework.

Table I presents a summary of both the questions asked and the subsequent
results in the online HW study. The purpose here is to demonstrate how
conclusions (based upon the data analysis) should be related to the theoretical and
application frameworks found in the literature.

Conclusions about these results can be explained in terms of the theoretical
framework of cognition theory that says that unless the activities (in this case,
doing online HW) cause students to modify their existing schema, learning
will not take place (23) and the Transfer Appropriate Processing (TAP) Model
(22), which says that similarity of format of study and test question can affect
achievement. In this study, similar online HW and test formats were used in
this research that investigated whether having an antecedent online HW question
affected achievement on corresponding test questions. The data for the research
question of this study regarding whether having an online HW question in general
affected achievement on fotal test scores also showed no significant differences.
The conclusion then, based on the theoretical framework of schema modification
and TAP, is that similar format of online HW and test questions is not sufficient to
bring about schema modification resulting in increased learning as measured by
achievement on tests in this study.

The application framework, as opposed to the theoretical framework for this
research, included studies that showed no significant effect of online HW on
achievement (25—27). Our online HW study produced similar results even when
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the variable of online question type (conceptual vs traditional) was included in
the methodology. The conclusions of this research then indicate that the failure to
prove an effect of using online HW questions on student test achievement is not
explained by differentiating the type of online HW question assigned (traditional
or conceptual) or matching the format of the online HW and test questions.

Table I. Overview of the questions and results of the Online HW study

Question

Summary of Results

Are students more successful solving one
type of online HW question (C-C, C-T,
T-C, or T-T) than another?

There was no statistically significant
difference in achievement among any of
the 4 types of questions.

Do students with different self-reported
course grade levels have different gaze
patterns or time spent in the Areas of
Interest (AOI’s) (question, hints, answers)
for each of these 4 types of questions?

Yes, self-reported high achieving students
(B+ or higher) spent a statistically
significantly longer percentage of overall
problem solving time on the question
AOI for all 4 types of questions then
self-reported lower achieving students (C

or lower).

No, there was no statistically significant
difference on overall test achievement
based on achievement on conceptual or
traditional online HW questions.

Does student achievement on conceptual
or traditional online HW questions affect
overall achievement on tests?

No, there was no statistically significant
difference on conceptual or traditional test
questions based on student achievement
on online HW conceptual or traditional
questions.

Does student achievement on conceptual
or traditional online HW questions affect
achievement on conceptual or traditional
questions on tests?

Does student achievement on test
questions with an online HW antecedent
question (conceptual or traditional) differ
from achievement on test questions
without an antecedent online HW
question?

No, there was no statistically significant
difference in achievement on test
questions that had an online HW
antecedent question, regardless of type,
vs those that did not.

These nonsignificant results led to both a re-examination of the theoretical and
application frameworks previously identified and to an expanded search of other
frameworks that might help explain the situation. For instance, the theoretical
framework involving the change in cognitive structures might necessitate students
reflecting on a problem after it was solved. Solving online HW questions does
not necessarily require this self reflection. Online HW problems can be solved
by students using notes, textbooks, web, or peers to help “get the right answer”.
In addition, if the number of tries for an online HW question is not limited,
guessing rather than learning could be taking place. Graf and Ryan (22) describe
the importance of conceptually engaged student study for increased retention on
tests. If students are not engaged with the concept of the questions in online HW
but rather are spending effort only on getting answers, there may be little or no
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schema modification or learning occurring and thus no significant difference in
achievement on tests. Kang et al. (20) conclude that the more demanding the
processing in the study situation, the greater the benefit on the test. If students
circumnavigate the demands of online HW by making the answer a higher priority
than the logic to understand the underlying concept, a diminished effect would be
expected on achievement.

In an effort to re-examine the nonsignificant results of this study in light
of other studies in the application literature, the reason for obtaining mixed
results on the effect of online HW on achievement was hypothesized to be class
size. If classes are small, the effect of online HW on test achievement might
be minimized due to more individual mentoring or the teacher recognition and
response to individual student confusion about concepts. In a large class with a
high student to teacher ratio, this response might not be feasible. An examination
of the literature with small (n = 45-64) (25) and large (n= 97-381) (24, 26, 33)
classes did not bear out this hypothesis. Research with small and large classes
both reported no significant results for the impact of online HW on achievement.
Thus, this effort to explain the nonsignificant results was not useful.

The Kortemeyer study (28), which suggests that a large numbe of multiple
tries for online HW may affect how students approach the completion of questions,
did not explain the results either since students were given only two tries for each
online HW question in this study. The limited number of tries in this study partially
controlled for random guessing.

After investigating both the theoretical and application frameworks, there did
not appear to be a ready explanation for why nonsignificant results were obtained
in this study. So having convinced ourselves through a re-examination of both
our theoretical and application framework and our methodology including tools
used and data measured, our confidence in the validity of the nonsignificant results
increased. Now it was time to conduct a post hoc analysis of the data from this
study to extend the examination of the validity of our results and conclusions.

Summary of Planning for Nonsignificant Results

To summarize the planning aspect of research designs that limit the generation
of non-valid nonsignificant results, we can identify several key points in our
re-examination of our research plan, namely, reviewing that the following has
occurred:

*  Experimental design is appropriate and well planned

*  Theoretical and application frameworks are well-defined and adequately
researched

*  Tools used are valid and reliable

*  Analysis is appropriate and complete

However, even if all of these experimental requirements have been met and it
is determined that the results are indeed nonsignificant, it is likely that reviewers
and editors will look more closely at these parameters than normal before agreeing
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to accept the research for publication. A post-hoc analysis of data should also be
completed to assure that the data analysis was appropriate, correct, and complete.

Post-Hoc Analysis

As has been discussed previously, even when the “rules” of good research
design are implemented, nonsignificant results can occur. Before these results are
declared valid and the study submitted for publication, it is important to engage in
a post-hoc analysis to see if there are other results that can inform the findings or
conclusions.

Analysis of Data

Formative evaluation of a research study should occur as the study proceeds.
This includes modifying the research question(s) to make them more specific;
building in back-ups in the experimental design; and using both the theoretical and
application frameworks to interpret results. Post-hoc analysis, on the other hand,
deals primarily with the original data analysis and possible additional analyses that
can be performed on that data.

Double Check the Data and Statistical Output Files

Although it might seem trivial to double check your data file, it is surprising
how often data entry errors are made. In addition to just entering data incorrectly,
it is also true that data can be coded incorrectly when constructing and using
transformed data in a spreadsheet. Thus, it is important to look at the data with
“new eyes” asking yourself if the data appear to be error free and correctly
transformed. Rechecking data entry and transformations should be part of the
experimental design but checking it one more time during post-hoc analysis is
recommended.

Once you have checked the data, look at the statistics used. It is worthwhile
to review the assumptions that each statistical test requires. For example, all
parametric tests require the following: the dependent variable is a continuous
(vs categorical) variable; the sampling was random; the measurements are
independent of one another; the population from which the sample was drawn has
anormal distribution; and there is homogeneity of variances within the population
(4). If these assumptions are violated, then either the choice of the statistical test,
or interpretation of that test’s results must be re-examined. The next step is to
run the statistical analysis again to make sure that both the data were input into
the statistical test correctly and that the statistical test itself was correctly run.
It is more common than might be expected that errors in analyzing the data are
made at this point in the analysis. It is always better for the author(s) to find these
errors rather than the reviewers, editors, or readership. Such mistakes can be
embarrassing no matter how novice or expert you are as a researcher (34).
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Most researchers strive to run analyses on large samples (n=100 or more
participants) but often this is not possible. If your sample is small, then you should
take into account the statistical power of the analysis. Power is a measure of Type
2 error, which means that we fail to reject the null hypothesis when it is false (4).
Three factors can contribute to insufficient power including: a small sample size,
small effect size (a measure of the influence of the independent variable on the
dependent variable), and the alpha level set by the researcher. Online calculators
exist that can help you determine how large your sample size must be to detect the
effect size with sufficient power that you want (35, 36).

The interpretation of your data in a manuscript should include a statement
of whether the data met the assumptions of the statistical test used. In addition,
the effect size and the power of the reported results should be included in the
manuscript. Once you have checked the data and the analysis, look at your
conclusions. Do they match the data you have or have you interpreted what the
data say in order to draw the conclusion(s) you want? Ask colleagues to review
your conclusions to see if they find the data convincing for the conclusions you
suggest.

Revisit the Research Question

Review your study and ask yourself the following questions: Do the data
collected and analyzed address the question(s) asked? If not, can you modify the
question to match the data or do you have other data that were collected that address
the question more directly? It is necessary that there is a good fit between the
question asked and the data collected. If not, something has to be modified—either
the data used, the analysis selected, or the question asked.

If the question asked and the data collected and analyzed are a good match,
then ask yourself if there are any other questions that can be asked of the data
collected. In the online HW study, the original intent was to investigate the effect
of conceptual and traditional online HW questions on overall test achievement.
When no significant effect was found, we asked other questions of the data we had
collected (Table I), i.e., if there was no overall effect on test achievement, then
was there a differential effect of conceptual and traditional online HW questions
on achievement of conceptual and traditional test questions? When there was
no significant effect of conceptual or traditional online HW questions on the
conceptual or traditional questions on the test, was there a differential effect on
achievement for those test questions that had an antecedent online HW question
vs those that did not? All of these questions resulted in no significant differences.
However, one nonsignificant result in the study led to more and more specific
questions, each one of which also had nonsignificant results. In this case, the
additional questions asked and the analyses performed were completed on data
that had already been collected. These questions, although more specific than
the original question, were related to it. With the results of the original question
(overall test achievement) and the subsequent questions (conceptual or traditional
test question and test questions with or without antecedent online HW questions),
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the nonsignificance of the analyses all point in the same direction, i.e., there was
no effect of online HW on test achievement.

Another way to ask additional questions is look beyond statistical analysis.
Sometimes it is possible in a mixed methods’ experimental design (qualitatitve
and quantitative data collected) to address a new question using aspects
of the qualitative data already collected in a new way. In the first part of
the online HW study, ten students were eye tracked as they solved online
HW problems that had been selected and/or modified to fit a 2x2 array of
Conceptual Question—Conceptual Hint (C-C); Conceptual Question—Traditional
Hint (C-T); Traditional Question—Traditional Hint (T-T); and Traditional
Question—Conceptual Hint (T-C). Areas of Interest (AOI’s) were set up on each
eye tracking screen for the question, answers, and hint areas. The number of
times and the duration of each gaze in an AOI were recorded by the eye tracker.
At the beginning of the eye tracking session, students were asked what their
grade-to-date was in the course. Although we used this preliminary study to
determine if there was a significant difference in the score on each of the questions
or in the amount of time spent in each AOI in the 2 x 2 array, we then went back to
the eye tracking data to address a new research question, i.e., is there a differential
amount of time spent in each of the three AOI’s for self-reported high achieving
vs low achieving students? High achieving was defined as a student reporting a
grade of B+ or higher while a low achieving student was one who had achieved a
C or lower in the course to date. The eye tracker provided a visualization of where
the students looked in the the three AOI’s (question, answers, hints) as well as
how often and how long they spent in each AOI. This eye tracking visualization
consists of numbered circles showing where the student looked first and where
they looked next. The size of the circle or the density of circles indicates how
long and how often the student looked in a particular AOI. The visualization
is accompanied by numerical data on duration of gaze within each AOI. This
visualization of time of occurrence and duration of gazes is shown in Figure 1 and
Figure 2. In each figure, the gaze pattern of a high achieving student is compared
to that of a low achieving student.

From Figure 1 and Figure 2, it is obvious that both high and low achieving
students in this sample did spend time analyzing the question before turning to
the answers. This supports the idea that both high and low achieving students
are attempting to solve the question by thinking about what it is asking. Notice in
Figure 2 that both the high and low achieving students spent a considerable amount
of time reading the hint (on the right hand side of each page within the figure) in
connection with narrowing the choice of answers. This is the behavior that we
would expect to see demonstrated in a problem solving situation. Even though
our total eye tracking sample of 10 students was small, it does offer some data that
students do use online homework the way it was intended. i.e., thinking about and
trying to solve the problem presented.This supports the idea that students, at least
in a learning laboratory experiment, know how to use online HW for analysis and
problem solving as opposed to just searching for a right answer.
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The results of this new investigation did not yield a significant difference in
the gaze pattern of high and low achieving students but the associated numeric
metric did show a difference in the duration of gaze in the question AOI for the
high achieving vs low achieving students The analysis offered insight into how
both types of students (high and low achieving) analyzed online HW questions,
answers, and hints. The eye tracking data revealed that both self-reported high
and low achieving students spent a good deal of time analyzing the question given
(as opposed to immediately turning to the answers) (Figure 1), however high
achieving students spend significantly more time in the question AOI. The effect
on gaze pattern and time spent in AOIs after the hint was displayed (Figure 2)
demonstrated that students, both high and low achieving, spent considerable time
analyzing the hint as well as the question. There was no significant difference in
either gaze pattern or time spent in a particular AOI for high and low achieving
students after the hint was displayed. The analysis of high and low achieving
students was not part of the original research questions or analysiseven though
such data were automatically collected in the preliminary study. This post hoc
analysis provided information on the difference in problem analysis between high
and low achieving students by demonstrating the increased time (and attention)
that high achieving students spent on reading the question of an online HW
problem.

Revisit the Theoretical Framework

When you have checked your data, analyses, and have looked at other
questions that your data might allow you to investigate, it is time to turn back to
the theoretical framework to help interpret your results.

In the case of the online HW study, our theoretical and application frameworks
suggested that if too many tries were provided in the online HW, students would
tend to guess or enter random answers. In this study, the number of tries was
set at two and the eye tracking and grades for the online HW do not suggest that
students were guessing or entering random answers for the online HW. The eye
tracking data also suggest that students attempted to solve the online homework
questions by analyzing the question, looking at the answers, and using the hints to
narrow down their choice of answers. This behavior demonstrates a good problem
solving approach to online HW problems in a learning laboratory situation by both
high and low achievers. A second part of the theoretical framework, namely, the
question of difference between the question format of the online HW and the test
was addressed in two different parts of the online HW study. The study of the effect
of online HW on overall test achievement included multiple choice questions in
the online HW and open ended questions on the test. The study of the effect of
conceptual or traditional questions in the online HW on conceptual or traditional
questions on the test, used multiple choice questions for both the online HW and
the test. In these two studies, both with and without similar question formats,
there were no significant results. Since we could not find an obvious reason for
the nonsignificant results from the theoretical framework, we looked for other
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intervening variables that might explain the nonsignificant results found in this
research.

Are the Nonsignificant Results Valid?

If you have checked the experimental design, analysis, and theoretical
framework and can find no obvious threat to the validity of the nonsignificant
results, then it is time to consider that they may indeed be valid results. As was
mentioned earlier in this chapter, research is an iterative process. One experiment
rarely addresses the entire question adequately and often leads to the development
of a second or third study that builds on what was learned initially. It may be that
nonsignificant results can point you or other researchers in a different direction
for subsequent research.

In the online HW study, after looking at several questions from various angles
and finding nonsignificant differences at each step, we concluded that the results
for this study are valid even if they are nonsignificant. However, it is important
to ask if our sample is representative of the much larger population of general
chemistry students. The sample in this study consisted of nursing students whose
chemistry course stressed conceptual learning over mathematical determinations.
Would online homework have a similar nonsignificant effect on students in other
general chemistry courses that incorporated a larger mathematical problem solving
component? Our sample for the online HW study also represented a small class of
approximately 50 students. In classes of this size, the instructor can get to know
the students fairly well and to some extent, can more easily keep them engaged in
class. When class size increases to 100, 200 or more, student anonymity becomes a
bigger factor. Would the use of online HW have a significant effect on achievement
in a larger class where direct student-teacher interaction decreases due to class
size? Literature describing the effect of online homework on achievement included
both large and small classes with no clear-cut difference in research results but
perhaps this would be an important variable to take into consideration in future
studies.

Examining the experimental design used in a study producing nonsignificant
results, including the variables measured and controlled, is an important step in
planning for the next experiment. In the case of the online HW study, there are
a few things we would do differently in a subsequent study. These include the
following:

1. Interview students shortly after they had completed the online HW to
discuss what they thought they had learned from completing it.

2. Interview students after the test to discuss how and what they felt they
applied from the online HW to the solving of the test questions.

3. Interview or survey students about their study methods preparing for the
test to see if a review of the online HW problems and solutions was
included.

4. Include classes of differing sizes in the study to test for the effect of class
size.
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5. Include students enrolled in a general chemistry course with more
emphasis on mathematical problem solving.

Summary of the Two-Pronged Approach of Planning
and Post-Hoc Analysis

The best way to deal with nonsignificant results is a two-pronged approach
that includes both planning and post-hoc analysis. If adequate care is taken in
planning the experiment and the analyses are done to support the validity of the
nonsignificant results, then nonsignificant results can be publishable.

To help reduce the risk of nonvalid nonsignificant results, care must be taken
in the planning and execution of the experimental design including attention to the
following:

1. Theresearch question asked is adequately addressed by the data collected.

2. The experimental design used is multi-variable and has adequately
controlled for intervening variables.

3. The sample size of the research is large enough for the number of
variables measured so that effect size and power of the statistics is
adequate.

4. The assumptions of the statistical tests used have been met or the
researcher has made valid adjustments to the test or the interpretation of
the results.

5. The tools used (surveys, tests, achievement questions, rubrics, etc.)
have been shown to be valid, reliable, and precise enough to accurately
measure the variables needed to address the question.

6. The theoretical and application frameworks are extensive enough to
explain why a significant result has or has not occurred.

If nonsignificant results are generated even with the implementation of good
research design (planning), then a post-hoc analysis should be undertaken to
include the following:

1. Double check the accuracy of the data used in the analyses and the
appropriateness and correct implementation of the chosen analyses.

2. Ask new but related questions of the data already collected.

3. Use the theoretical and application frameworks to guide the conclusions
drawn from the research results.

4. Construct new experimental designs for future studies based on lessons
learned from the current study.

It is true that it may be more difficult to convince editors and reviewers that
a study with nonsignificant effects is worthy of publication, but it is better to be
transparent about the experimental design used and the results found, then to try
to interpret the data in a way that is unsupported by the data presented. Editors
and reviewers can quickly identify when an author is interpreting data to support
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his or her own purposes rather than letting the data speak for themselves. As
an author, you do not have the authority to change the data, but you do have
the ability to interpret it in light of the limitations of experimental design and
theoretical frameworks. You will be judged on how thorough and logical your
argument is. There is a fine line between presenting results objectively and trying
to support an argument that you as the author believe to be true regardless of what
the data say. As you write your conclusions, it is a worthwhile exercise to take
stock of the pressure you are under to publish your research. Ask yourself if
the pressure resulting from your situation (dissertation, tenure, or promotion) has
an undue influence on your interpretation of the data. Keep in mind that if you
start your research too close to your professional deadlines, your judgment and
objectivity about what the data really say may be clouded. It is always best to have
a colleague double check the logic of the argument you make in the conclusions
of the manuscript submitted for review.

The result of this discussion on how to deal with nonsignificant results is
clear. Nonsignificant results can be valid but they require that the author make
an especially strong argument based on the principles of planning and post-hoc
analysis to convince the editors, reviewers and readers that the results are indeed
true.
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Chapter 14

Doing Chemistry Education Research
in the Real World: Challenges of
Multi-Classroom Collaborations

Jennifer E. Lewis”
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Tampa, Florida 33620, United States
“E-mail: jennifer@usf.edu

The focus of this chapter is the challenge of conducting
a complex research project, for example a project that
requires data collection from students in real classrooms at
multiple institutions. Two project phases drawn from project
management practices are discussed, the planning phase and
the monitoring and controlling phase. Planning for specific
issues that are likely to arise, such as attrition, changing
circumstances for collaborators, and difficulties with human
subjects review processes, is recommended. Data screening
and regular contact with collaborators are suggested as pivotal
monitoring strategies. The chapter concludes with a section on
real world research failures that nevertheless produced research
publications. The chapter is written primarily for researchers
who are preparing to conduct their first large-scale project.

Introduction

One of the most daunting aspects of beginning research in chemistry
education can be the relentless narratives of success offered by experienced
researchers in the field. Not only is hindsight 20/20, it also tends to wear
rose-colored glasses. If you have caught yourself thinking that a speaker extolling
the many virtues of a successful large-scale research project sounds suspiciously
like Voltaire’s Candide—“All for the best in the best of all possible worlds!”—this
chapter is for you. The more complex the research project, the more likely it is
that at least one aspect of the planned work went seriously awry at some point. By
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the time you are hearing the final narrative of the project, however, that problem
may have been addressed so cleverly that it now seems like a planned element—a
feature—rather than a drawback. How do experienced researchers make that
happen?

For the purposes of this chapter, let’s set up a few parameters without getting
too deeply into specifics. First, assume that you have a great set of insightful
research questions and that your planned data collection methods (observation
schemes (/), interview protocols (2), and/or quantitative measures (3)), sampling
strategy, and research design should provide exactly the right information to
address your questions if all goes well. While these things are not trivial, they
are usually addressed thoroughly in standard research methods texts. What goes
unmentioned is the practical side of doing research, in other words, the project
management side. There are five basic phases to any project: initiating, planning,
executing, monitoring and controlling, and closing (4). For this chapter, we’ll
think about a reasonably complex project by assuming that your research design
requires collecting data from multiple classrooms, at least some of which are not
at your own institution, and we’ll discuss two of the middle phases: planning and
monitoring/controlling. Finally, we’ll discuss some failures that turned out to be
salvageable.

Planning

Without planning, crisis mode takes over. Every time you turn around,
there seems to be some new deadline for the project, and you have to struggle
to get things in place to meet it. It is possible to achieve your goals by working
efficiently to address each crisis in turn as it comes up, but staying in crisis
mode leaves you unable to plan for real emergencies. The more complex your
project, the more difficult it will be to simply address each crisis as it occurs,
since inter-relationships between project elements will cause a cascade effect.
In other words, you will experience a rapid increase in the frequency of crisis
points as your besieged project gets further and further away from the possibility
of success. Of course, before you execute a project is the best time to make a
plan, but you may also realize after execution has begun that your initial planning
wasn’t sufficiently detailed to keep you out of crisis mode. Whenever you decide
to plan, whatever your particular tools are—pencil and paper, sticky notes and a
whiteboard, electronic spreadsheets or Gantt charts—the first step is to create a
basic timeline for the project. What needs to happen when? Once you have the
basic timeline, work backward from each deadline. If you need to collect data
at a particular time, what other work needs to happen in advance? Who needs
to be involved in each phase of the work? What resources will be required?
How much time will each step take? Don’t forget to account for potential
differences in academic calendars among your collaborators. Also make sure
to uncover and incorporate the “hidden work”—for example, shipping scantron
forms to participating sites, or testing audio equipment under data collection
conditions—as well as more obvious items, such as Institutional Review Board
(IRB) approvals (5) and travel arrangements. Given the detailed information,
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how must each element be sequenced so that the overall project work can move
forward smoothly?

This detailed planning process, which is more comprehensive than what
would normally be presented in a grant proposal, is formally called developing
a work breakdown structure (6). Because it is a plan for you to use rather than
a plan for reviewers to evaluate, the end product can be as rough or as polished
as suits your organizational style. A set of index cards can work, as long as you
are able to see the project laid out and determine a logical workflow that you can
incorporate into the calendar system you use to organize your work time. Don’t
let the phrase “calendar system” put you off; a physical appointment book and a
collection of to do lists with deadlines can work just as well as a sophisticated app,
but you do need a system for organizing your time. Since we’re talking about the
real world in this chapter, note that, no matter when you do this work breakdown
exercise, the results will probably indicate that you should have started months
ago and are already behind. Still, it is helpful to have the work laid out in front of
you. Once you have your detailed plan, do a feasibility check. Which features of
the work are essential, and which would be nice if all worked out well? For the
essential features, can you think, right now, of how to cope if they don’t happen
as planned? This is when you determine what would constitute a real crisis,
create a monitoring system, and list potential backup plans. Four elements of the
planning process for complex research projects in chemistry education deserve
special mention: attrition, pilot studies, multiple IRBs, and collaborator goals.

Plan for Attrition

If your data analysis will involve significance testing, power analysis provides
an estimate of how many data points are necessary for a particular statistical test to
have sufficient power to detect the result you expect to observe. Elsewhere in this
volume, S. Lewis (7) highlights the importance of power analysis by observing
that failure to conduct power analysis can mislead researchers with respect to
the interpretation of non-significant findings, and Bunce (8) recommends the use
of tables or software to assist with power analysis. G*Power (9) is helpful free
software that covers many common statistical tests. In order to do an a priori
power analysis, you need to know how large you expect the effect to be, which
typically can be estimated based on previous studies, and which statistical test you
plan to use to detect the effect. Once you have conducted a power analysis, ensure
that your recruitment plan includes a margin for no-shows and refusals as well as
true attrition, increasing the margin if your study design is longitudinal. For more
complex analyses, such as a nested multi-level modeling design with multiple
classes at different institutions or structural equation modeling, simulation studies
can provide insight into necessary sample sizes (10, 1/). When searching the
literature, keep in mind that our understanding of how well statistical methods
work under various real-world conditions is constantly being updated, and your
particular data structure may not yet have been examined. Regardless, make your
best guess from current knowledge, expect attrition at all levels, and start with
more than the minimum! If your data collection does not involve significance
testing, you still need to compare your recruitment plans with your sampling
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strategy. Have you created sufficient redundancy such that your research goals
are protected if, for example, a few participants fail to attend their scheduled
interviews? At what level will no-shows begin to cause a problem? Is there a
particular group of interviewees that you may need to over-sample because you
expect attendance to be an issue? Regardless of your data collection and analysis
methods, having thought about likely sources of attrition ahead of time will
enable you to monitor the situation and make adjustments when attrition rises
above expected levels.

Incorporate Pilot Studies

It isunwise to treat the research reports from others working in similar settings
as if they are pilot studies for your particular research project. These reports
can be indicators that the data collection methods used by others may work for
you, but there is no substitute for a researcher’s own pilot test with the study
population. For example, given the state of the art of measurement in chemistry
education research at present (3), many instruments from our literature lack the
support of extensive validation studies. Take the time to pilot an instrument with a
sample from the study population and investigate whether you can make a case for
valid inferences from the pilot data before you proceed with the full-scale study.
In one situation, this simple step derailed the planned research project entirely,
and the researchers instead decided to focus on suggesting possible modifications
to the instrument itself so that other researchers would not be similarly derailed
(12). While this particular example concerns an instrument, piloting is similarly
important for observation schemes and interview protocols. Both small things
like deciding where to sit for a classroom observation and big things like whether
interviewees understand key terms are informed by pilot testing. You may not have
the latitude to abandon your original research goals if things don’t go well in the
pilot phase, so choose your data collection methods thoughtfully and test them in
advance! If the pilot work does indicate that changes are necessary, it is far better
to know in advance than to find out only after you have collected a great deal of
uninterpretable data. If your pilot work turns out to be extensive, consider sharing
it with the community in a separate publication before you have completed your
main study. We still know far too little about effective data collection methods for
chemistry education research.

Expect Confusing IRB Rulings

When you plan to collect data at multiple institutions, each institution may
require that your protocol be submitted to its own Institutional Review Board
(IRB) rather than trusting your home institution’s IRB to handle the review process
(5, 13). Your carefully written and highly detailed research protocol, which is
modeled after the approved protocol for a similar study you conducted previously
at your home institution, is likely to emerge from the initial review processes at
multiple external institutions with requested changes that are not compatible with
one another. For example, consider a project for which you plan to video record
instructors from different institutions teaching the same lesson, capturing their
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interactions with their students. One institution has requested that you rearrange
seating in the classroom the days you plan to record, to place students off-camera if
they have not consented, while another institution prefers that you record the class
as a whole to protect students from the instructor’s knowledge of who has or has
not consented, as long as you store the data securely and do not analyze any video
segments from non-consenting students. Both requests are reasonable, but unless
one institution changes its mind, you’ll have to be attentive to these differences
not only during your data collection but also during your analysis.

Similar differences can occur with respect to the accepted norms for access
to student data that are applied at each institution. For example, one institution
may require that an instructor create a code list in order to send only de-identified
student data to an outside researcher, while another institution may allow an
outside researcher to see identifiable data in order to maintain privacy regarding
consent status. These sorts of reasonable but different rulings have to do with the
fact that each IRB creates its own interpretation and application of the relevant
laws (/4). What can be frustrating is that, although you may believe your original
protocol does a better job of protecting human subjects in important ways as
compared to the requested revisions from a specific institution, the IRB members
have the power to make that determination, not the researcher. Compounding
the difficulty of understanding differences in institutional norms is that the IRB
members may not be willing to communicate directly with an outside researcher
about whether they would be amenable to different interpretations, preferring
to speak only to employees of their own institution as a matter of policy. For
multi-institution projects, I have found it to be a useful practice to create a master
document laying out the details of the protocol, from which I cut and paste
verbatim into each institution’s specific IRB protocol submission forms, adding
specific notes in the master document regarding changes made for each specific
institution as the review processes unfold. If my collaborator at an institution
is the one communicating directly with the IRB, at least there is a full record
of what is happening at other places that can be used to support a conversation
about other options for achieving the intent of requested revisions. With sufficient
lead-time, it can also be helpful to sequence IRB protocol reviews, beginning with
the institution that has the most well-developed IRB infrastructure, for example,
the institution with a medical school.

Ask Your Collaborators Why

What’s in it for your collaborators? What is their incentive for working with
you? When you pitched your multi-institutional project to instructors at a variety
of institutions, no doubt you explained what you believed would be the benefits of
participation. For example, you may have promised to provide data about student
learning in a format that could be easily inserted into an annual review portfolio as
evidence of engagement in scholarly teaching. Or perhaps you suggested that your
classroom observations would not only address the research questions but could
also be used to create specific suggestions to inform your collaborator’s teaching.
Maybe you proposed regular discussions among participating instructors, or
support in learning a specific data analysis technique. It would be unusual if every
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collaborating instructor who agreed to participate did so for the same reasons. In
some cases, when you have a follow-up discussion about participation before the
project begins, you will uncover new motives for participation, different from
those you originally suggested as options, particularly if there has been a time lag
between the original agreement to participate and the start date for the project.
Learning what is most attractive about participation for each collaborator as the
project begins will allow you to prioritize that specific deliverable as you create
your detailed project plan.

Monitoring and Controlling

Once you have begun executing the research project, it is important to have
procedures in place that allow you to find and fix problems as they occur. Good
monitoring strategies enable you to detect when one aspect of your complex project
starts to go in a direction that will move the project as a whole off track. Control
strategies are techniques for dealing with specific problems regarding aspects of a
complex project in order to get the project as a whole back on track. This section of
the chapter, therefore, describes monitoring strategies for detecting some common
problems and suggestions for control strategies that may help if the problems
occur.

Screen Data as It Is Collected

Prompt data screening is an extremely valuable monitoring strategy. Data
screening simply involves reviewing the data to catch errors or other threats to
validity. This means things like looking for outliers or unexpected responses,
checking to see that there is variability in responses, and noting whether there
are potentially problematic patterns of missing data. While data screening is often
described in terms of quantitative data, the principles can be applied to qualitative
data as well. For example, one easy to observe “potentially problematic pattern”
of missing qualitative data would be a high degree of no-shows associated with
interviews at one institutional site. A pattern that would require a greater degree
of scrutiny to detect would be a consistent refusal by students to respond to a
particular interview prompt or survey question. Focusing on prompt data screening
is pivotal for success. A research project can recover from minor hiccups, but
widespread validity issues are a serious ailment. If problems with validity are
uncovered while the data is still being collected, they can be addressed before
the project itself is threatened. Below are two specific benefits of prompt data
screening that illustrate its value.

Prompt data screening allows detection of technical problems. You don’t want
to notice at the end of a long day of interviews that your audio recorder stopped
working midway through the morning. If possible, leave a little time at the end of
each interview to satisfy yourself that your equipment was working, sufficient time
that, if it wasn’t, you can augment your interview notes to include key ideas from
the interview while you still recall them. If you were planning a close analysis of
interview transcripts, you will not be able to salvage the interview, but the notes can
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still inform your thinking. Similar issues apply to any technologically-enhanced
data collection method. “The camera wasn’t on” is something you want to catch
in the initial stages of data collection, not at the end. Data collection via rubric
falls into this category as well. If classroom observations include a checklist
observation protocol, plan to check inter-rater reliability throughout the study,
not only at the beginning and end. Regardless of initial training, observers may
change their interpretation of a protocol as they are exposed to real classrooms and
can see what real variability looks like across the study participants. The same
need to check inter-rater reliability at multiple points is true for graders working
on open-ended test items as well, as anyone who has ever graded a large stack
of exams knows. The level of “drift” that may be acceptable for one of many
classroom assessments (particularly when students are free to come in and argue
for more points) is larger than that acceptable for a key data point in a research
project. If inter-rater reliability drops below an acceptable level, you need to
schedule a discussion and retraining session before data collection continues.

Prompt data screening can uncover deviations from data collection protocols.
Despite good intentions, in the press of day-to-day activities, collaborators may
undermine a research project by failing to follow data collection protocols. If
you are asking collaborators to send data to you for processing immediately after
it has been collected, you can catch these problems before they snowball. For
example, you may note that students at one institution did suspiciously well on the
simple proportions section of the pre-test for a study. When you inquire, you learn
that the instructor did not recall that students were not supposed to have access
to a calculator during the test. Uncovering this problem early in the study allows
you to decide on an appropriate specific control strategy—repeat the pretest for
the deviant class if memory effects are likely to be minimal; modify the simple
proportions section of the pretest and give it again across all participants; or, at
the very least, ensure that this particular collaborator is reminded of the correct
protocol for subsequent data collection and knows why this aspect of the protocol
is important for achieving the research goals. Note that the control strategy of
modifying the simple proportions section and repeating it across study participants
could be elevated into a “feature”—a repeated measure can provide a more robust
measurement strategy for math ability than originally planned. As suggested in
the introduction to this chapter, one insight into research in the real world is to
recognize that study design elements expressed as special features in final research
reports may in fact have been developed as control strategies to address problems
uncovered via monitoring.

The need to provide sufficient detail for data collection protocols is not limited
to situations in which you will not be present to collect the data yourself. For
example, consider classroom observations. Depending on the institutional norms,
it may be inappropriate for an instructor to neglect to introduce an observer to a
class. The details of the introduction, and, even if there is not a formal introduction,
what sorts of answers the instructor will give to questions about the observer,
need to be worked out in advance. Consider this unintentional sabotage: you
are sitting in to observe a class session, and the instructor introduces you to the
class as “reporting back to me about how well you work in your groups today,”
thereby ensuring that the students will become tense and artificial when you try
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to observe them. It is important not to deceive students about the basic reason for
an observer’s presence in the class, but they will certainly react to you differently
as an observer if you are introduced as “the author of the activities we are doing
today” as opposed to “a colleague who is helping me think about my teaching”.
Make sure to script an introduction that will enable you to accomplish the needed
data collection.

Note that repeated deviations from data collection protocols may signal the
need for a general control strategy to remind collaborators about the protocol
details before each collection point. A cover sheet, a timely e-mail, a phone
call to check in—one size does not have to fit all. Select strategies that will fit
into your collaborators’ preferred interactional modes. If respectful reminders
don’t work, another control strategy would be to consider whether your data
collection protocol could be modified to fit better with your collaborators’
normal instructional practices without compromising the research. Again, this
modification could become a “feature” when you describe your finished project.
Regardless, simply staying in touch with your collaborators is also an important
monitoring strategy.

Keep Regular Contact with Collaborators

You established motives for participation in the planning phase and took care
to deliver on your promises, but participation in the project may still have failed
to meet collaborators’ expectations. Have benefits been sufficiently valuable,
or has project participation created more hardships than benefits? Are the
anticipated benefits only slated for the long term, making it hard for collaborators
to stay motivated to do the necessary project work right now? Have any new
circumstances emerged that render the collaborators’ original motivations less
salient? Alternatively, collaborators may develop ideas for different types of
involvement in the project that are still aligned with the research goals. Checking
in with collaborators regularly will help you to stay on top of their changing
circumstances and understand how their perceptions of the project evolve over
time.

Keeping regular contact will forestall the “oops-I-forgot” problem. “What
do you mean, you forgot to collect the data?” “Why couldn’t you fit the target
assignment into your class this term?” “What has changed?” These are questions
you don’t want to have to ask after a planned data collection period has ended.
The best reminder strategies in the world do not work if a collaborator no
longer values the benefits of participation in the project and has not had the
opportunity to ask whether project participation can be reconciled with new
concerns. Awareness of changing motivations through regular contact with
collaborators can buy needed time to discuss possible adjustments. If the project
truly cannot make sufficient accommodations to keep the collaborator engaged,
your sincere attempts to consider the possibilities create a better exit scenario
than waiting to hear “oops-I-forgot”. Even if the exiting collaborator is not able
to assist in recruiting a replacement, you have advance notice in which to develop
a recruitment strategy, informed by what you have learned in the project thus
far. If you have noticed a problem with your original sampling strategy but had
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limited resources to address it, perhaps this is an opportunity to make the project
stronger (another “feature”) with a new collaborator who can fill a specific gap.
If you planned for attrition and your sampling is still sound, it may be that you
can manage without the need for any replacement at all, diverting the resources
to another aspect of the project that would benefit from them.

Making It Work

“A certain witty advocate remarked: ‘One would risk being disgusted if one
saw politics, justice, and one’s dinner in the making (/5).””

Fellow researchers will understand that research is messy. Despite your best
efforts, you will encounter limitations, outright failures, and unexpected findings,
both positive and negative. What do you do when events conspire to create a
situation in which your original research plan must be abandoned? The answer
should not be to abandon all hope and switch careers. Typically there is a way to
make something out of what you have managed to accomplish, despite the demise
of your original plan. While you may need a moment to mourn, take heart that
other researchers have faced similar situations and moved forward nonetheless.
The chapter on non-significant results in this volume provides some suggestions
for post-hoc analysis in that specific case (8).

Because the only research dilemmas I am privy to are my own, this next
section focuses on a few examples from my research group to demonstrate that
it is possible to recover from serious setbacks in the research process. In some
cases, we developed a backup plan during the feasibility assessment phase of the
planning process, but in other cases our research was halted until we could sort out
what to do. Three ways of thinking about failure are presented below.

Turn Constraints into Affordances

A limited budget meant that a project could only supply sufficient resources
to implement a curricular change a few times during the project period, in a
complex setting that involved multiple faculty teaching multiple sections of a
course, but each with only one section per term. Our original plan was to use
historical comparison, asking the faculty who would have the opportunity to
implement the change during the project period to also teach at least one section
without the change in the project period, so that we would essentially have one
quasi-experiment per participating instructor. This plan almost immediately
proved intractable, as teaching assignments (not under our control) did not work
out that way. Rather than giving up, we applied multi-level modeling techniques
and expanded our data collection to be able to include all of the sections of the
course taught during the project period. The result (/6) was a more robust study
than the original plan would have produced. The disadvantage was having to
publish a more complex analysis and discussion than was typical for the chemistry
education community at that time. Multilevel modeling has since grown in
popularity and additional chemistry education researchers have begun to publish
work that benefits from its use (/7).
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Consider What You Can Say with the Data You Have

Our original intention was to investigate whether formal reasoning ability as
measured by the Test of Logical Thinking (TOLT) (/8) would have a moderating
effect on the influence of a curricular change. In other words, to address the
question of whether the change might work better (or worse) for those with high
reasoning ability. This intention was inspired by work on grouping strategies
informed by formal reasoning ability (/9), early results from which were being
presented at professional meetings while we were planning our study. In the
end, despite assiduous data collection with a large number of students for several
years, we were on the low end of the necessary power to detect what appeared
to be a small effect. Moderator effects were known to be difficult to demonstrate
with the techniques we were using (20), so, although we might have explored
analytic alternatives, we instead decided to explore whether we might use the
data for another purpose. The result (27) was a straightforward comparison of
formal reasoning (TOLT) and general achievement (SAT subscores) as predictor
variables for detecting students at risk in first semester general chemistry, with the
resulting recommendation that TOLT is a useful measure for this purpose. From
there it was a small step to collect additional data (22) that further supported the
TOLT in comparison to a similar instrument in use at that time, the GALT (23).
This study was far from the original project, but still a contribution to the field
of chemistry education. Likewise, as mentioned previously, after encountering
repeated problems piloting a variety of instruments, we conducted a review and
published our findings to promote the gathering and sharing of validity evidence

Q).

View Mistakes as Opportunities

Sometimes others find your mistakes before you do; if you are lucky that will
happen during the review process and you will have a chance to fix the problem
before the final study report is presented or published. Occasionally, mistakes are
not caught before they appear in print, particularly if you are trying to work on the
“cutting edge” of the field. Don’t be afraid to critique your own published work.
If you realize that you now would have done something differently, it is likely
that others have made and will continue to make the same mistake unless you
also publish your new thinking. In a publication about a simple quasi-experiment,
we mistakenly interpreted a non-significant p-value as evidence for equivalence
between groups on a measure of interest. When we realized our mistake, we
redid the comparison to include a true equivalence test and published the result
as a follow up (24). We were fortunate that the appropriate analysis supported
our original interpretation, but if it had not, we still would have been under an
obligation to correct the record. When others catch your published mistakes before
you do, be gracious! It means that they read your publication thoroughly and
believe your work is important enough to be worth correcting. The more complex
your project, the more likely it is that you will have made decisions that even you
would make differently now that time has passed and knowledge has grown. As
mentioned earlier, hindsight is 20/20. At least try to keep the use of rose-colored
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glasses to a minimum by providing sufficient detail that readers can judge for
themselves whether they think your decisions were reasonable. If they would have
made some decisions differently, so much the better. The best gift you can give
another researcher is a gap to be addressed in a subsequent study.

Conclusion

In this chapter I have laid out several real world considerations for research
in chemistry education. Any researcher who has completed even one study would
be able to provide similar advice, and several of the topics I touched upon are
also addressed in other chapters. What I hoped to do in this chapter was to make
it clear that the normal processes of research are far from smooth, particularly for
complex projects, regardless of the polished descriptions established researchers
provide in most public presentations of their work. At the end of the day,
there is no such thing as the perfect study. Researchers must make decisions in
light of an unfolding sequence of unexpected events within any given project.
Acknowledging and preparing for that reality is your best hope for being able to
meet research goals. While becoming a full-fledged professional project manager
is not necessary, attention to planning and to monitoring and controlling will bear
fruit for research projects just as for any other project. If you are a beginning
researcher reading this volume (25) in its entirety, you will have noticed that this
chapter has a different tone and style than the others. That choice is deliberate: if
I could also manage to get “the words DON’T PANIC inscribed in large friendly
letters on its cover”’(26), I would! Failing that, my intent is that this chapter will
have started you thinking about problems that could occur during the large-scale
research studies of your dreams, without turning those dreams into nightmares.
Although some problems may initially seem fatal to a project, there is usually a
way to share something from your work that will be of interest to the chemistry
education research community. As a contribution to our growing understanding, a
completed “good enough” project is much better than an abandoned perfect one.
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Chapter 15

Ethical Treatment of the Human Participants
in Chemistry Education Research

Christopher F. Bauer”

Department of Chemistry, University of New Hampshire,
Durham, New Hampshire 03824, United States
*E-mail: chris.bauer@unh.edu

This is a pragmatic overview for researchers regarding the
ethical treatment of human participants from the point of
view of an experienced chemistry education researcher.
The fundamental ethical principles, purpose, and process
of institutional review are explained. Examples and advice
provided are informed by discussions with other colleagues
in the field, with novice investigators, and with my local
Institutional Review Board office director.

Our students and colleagues are doing us a favor. By “us” I mean the
community of chemistry education researchers, and by extension all educational
researchers. The “favor” is that they are the source of the behaviors, thoughts,
and emotions that we call data, from which we hope to draw inferences about
how people learn chemistry and how we might improve how they learn. Having
human data allows our investigations to be empirical — to be “evidence-based”, to
use a term that is popular now in educational circles. In the absence of evidence,
one can speculate and build theories, but theoretical guidance alone will not move
our understanding forward. No evidence means no progress in making sense of
the complex world of human learning. Our students and colleagues, by allowing
us to study them, are making a generous contribution to the effort, and make it
possible to do what we as researchers are so interested in doing. It is a privilege
to be able to engage them as participants in the research.

This chapter is a pragmatic introduction to the ethical study of human
learning, with particular reference to chemistry education research. The intended
audience is anyone who is thinking about classroom experimentation, whether
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you are engaging in formal theory-based design research, in activities that fall in
the realm of the scholarship of teaching and learning, or in changes that you as an
instructor might be considering for your own classroom. These comments come
from an author who moved into chemistry education research (and a need to be
concerned about human participants) after an early career in traditional chemistry.
This chapter can only provide general guidance because each research study and
study population will have unique characteristics, and because each institution
establishes its own process and requirements.

Guidelines for conducting research with human beings have substantial
scholarly underpinnings in ethics and the social sciences. All of the relevant
professional societies have published statements: the American Educational
Research Association (/), the American Psychological Association (2), and the
American Sociological Association (3). The American Chemical Society has a
code of ethics (4) which includes statements about the treatment of students in
classroom settings but not in research settings. The foundation for establishing
explicit protections for human participants is the 1979 Belmont Report (5), which
was commissioned after serious cases of unethical medical research were exposed
in the middle of the last century. Those cases of abusive physical and mental
mistreatment raised questions about other types of potential mistreatment, and
thus drew attention to social, psychological, and educational research. This is not
a stagnant issue. Scholarly investigations and policy discussions continue. There
are journals devoted to research ethics for science, most notably Accountability in
Research (6) and Science and Engineering Ethics (7).

The U.S. Department of Health and Human Services has established the
guidelines for ethical treatment of human research participants, also known as the
“Common Rule” (8). These guidelines require that Institutional Review Boards
(IRB) be established for institutions conducting federally funded research. For
good ethical and legal reasons, many institutions have extended IRB oversight to
all human participant research even if not federally funded. That brings us to the
issue of concern for chemistry education researchers. If you want to do research
on teaching and learning, the IRB has the responsibility to take a look at what you
intend to do to assure that the people involved are treated ethically.

Where Do I Start?
Do I Need IRB Review?

Yes. You picked up this book because you are interested in conducting a study
and in sharing publicly what you find out. Whether the participants are students or
faculty, you will be gathering information about them, analyzing that information,
and telling a story about it. The purpose of an IRB review is to make sure that you
treat your participants with respect, beneficence, and justice. You show respect by
providing information to them about the study and giving them an opportunity to
decide on their own whether to participate. You show beneficence by considering,
managing, and informing them about the risks they might be exposed to, balancing
that against direct benefits for them and against the broader benefits of answering
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your research question. You show justice by considering and avoiding deceptive
or inequitable treatment.

I occasionally hear, though with decreasing frequency: “Why does someone
else need to approve my research? I’'m a professional and can make reasonable
decisions on my own.” This objection, I suspect, arises partly from the fact that
chemists’ traditional research participants (chemical substances) aren’t people. So,
having someone else look over your research plan is unusual for chemists. The
objection also comes from the perception that educational manipulations are not
particularly invasive or risky compared with biomedical research, so why should
we have to do extra administrative work when the risks are no big deal. Current
scholarly investigations about institutional review in fact support this point (9).
It is important to reiterate what the role of review is: The IRB’s role is not to
approve your research. It is to make sure that the human participants involved in
your research are treated ethically. Why should an independent group make this
judgment? If the researcher were to make the judgment, that would be a conflict
of interest, which increases the chances of biased decisions.

Scholarly arguments aside, it is valuable to put yourself in the shoes of
participants and envision what they might experience in the educational research
activity. Am I expected to make extra time available and do work outside of my
normal classroom effort? Will this affect my grade? Are my comments hidden
among the crowd, or am I going to have to reveal them out loud to another person
Jace-to-face? Will I look or feel stupid when talking with this stranger about
chemistry? What is going to happen to all this data, including mine? Will what
1 say come back to haunt me? Regardless of your good intentions, this is how
participants might feel. The researcher has a responsibility to anticipate such
concerns, communicate explicitly with participants about how they might feel
before, during, and after the activity, discuss what might mitigate discomfort, and
give them a chance to consider whether they want to participate. This happens in
the consent process and continues through the research activity. Remember that
participants are donating their time and effort to your research investigation — it
is sensible to make sure they feel good about that.

Formally, it’s about risks and benefits (who takes the risk and who gets
the benefits) and the intended use of the information (for public sharing or for
institutional decision-making). As the level of risk rises relative to benefits, and as
the degree of public display increases (which may increase the risks), the so-called
“level” of IRB review increases. This is discussed more fully below. The other
aspect is that participants must be informed about the risks and benefits and must
have the chance and the capacity to decide whether to participate or not. How
consent is obtained depends on the risk/benefit ratio. Certain special populations
require additional care in the consent process: minors (e.g. pre-college students),
the cognitively impaired, and prisoners, among others.

The IRB review process requires you to explain your research goals, how data
is to be obtained from or about participants, and what will happen to the data. I
have often found that writing a concise IRB application forces me to think carefully
through my study design and the specifics of how events will unfold. These are
things I would have to do anyway. This review process saves me from last-minute
protocol construction, which if poorly done could compromise my study and waste
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time. I would rather invest time earlier and have a second set of eyes review my
design than to trust that I can do it right all on my own and perhaps at the last
minute.

The IRB is not there to prevent research. It is there to protect human
participants from harm. If something should go wrong, and you have stuck with
your protocol, the IRB and the institution are expected to stand behind you.
Sometimes IRB feedback may comment on the scientific efficacy of your design,
i.e. whether your design will help you answer your question. If you get that
sort of feedback, that’s a bonus because it is coming from people with valuable
expertise. You do not always have to heed the advice regarding research design,
but it may cause you to reflect on your plans.

Understand Your Local Review Process

Mysterious, arbitrary, slow, cumbersome. These are descriptions that I have
heard people use to characterize the IRB review process and which continue to be
the subject of some controversy (/0). In my experience, | have not found these to
be apt characterizations.

If you are new to educational research, or have recently moved to a new
institution, the best way to get started is to meet with the chair of your IRB or
the compliance officer in your sponsored research office. This should erase the
image that there is a faceless institutional edifice standing in your way. Julie
Simpson, the Director of Research Integrity Services in the University of New
Hampshire (UNH) Research Office, put this forward as her first piece of advice.
It is a particularly important suggestion when you have moved to an institution
engaged in medical research, which inherently involves higher levels of risk and
consequently more scrutiny to protect participants. Another good strategy is to
make friends with campus colleagues in education, psychology, or sociology
whose research likely involves human participants. They will have models of
local IRB applications, know the twists and turns of local procedures, and can
offer support and help. There is no reason for the process to be a mystery.

By law there must be at least five members on an IRB, with each member
contributing a different viewpoint. Backgrounds must vary to promote complete
and adequate review of the types of research brought before an IRB. That often
spans qualitative and quantitative methodologies and multiple disciplines. At
least one member must have science expertise (scientist or physician), one
must have non-science expertise (lawyer, ethicist, clergy member), and one
must be unaffiliated with the institution by appointment or family relationship.
Membership must also be diverse in terms of gender and ethnicity. If prisoners
are participants, at least one member must be a prisoner or prisoner advocate.
Membership terms and the selection process are determined by the institution.
One way to get better insight about how the IRB works is to offer to serve as a
member, but you may not be eligible until you have gained substantial experience
in preparing applications. Given that the review process is well defined and that
board membership has breadth and expertise by design, the structure of an IRB
is hardly arbitrary.
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Most college and university higher education institutions have Institutional
Review Boards registered with the U.S. Department of Health and Human
Services (HHS). Registered boards are recorded in a searchable HHS database
(11). You may be surprised at the number and breadth of institutions with
registered IRBs. Hospitals will be listed, and some institutions have multiple
IRBs to handle different types of research. IRB information and forms are
typically posted on the institution’s public website. Larger institutions will have
a research compliance office with permanent staff. At smaller institutions, like
four-year colleges, the contact provided may be the faculty chair of their IRB. If
your institution does not have its own internal IRB, there may be an agreement
in place for an external organization to provide IRB services. If you are part of a
distributed educational system (e.g. community colleges or school districts), the
system administrative office would be the place to contact for information. It is
possible that some chemistry education researchers find themselves in a situation
where no IRB oversight is available to them. In that case, you could spearhead
the establishment of one, or you can seek a collaborator at another institution who
has an IRB.

Each institution is charged with creating its own review process, so the phrase
“location, location, location” is as pertinent here as it is in real estate. Different sets
of humans operating in different institutional environments end up with different
local procedures. For inexperienced researchers, it may be disconcerting that the
IRB application process and the requirements for consent and risk management
for participants can be so different across institutions. This means that advice
from colleagues at other institutions may not translate to your institution. If all of
your work is at a single institution, you will grow to understand and optimize the
efficiency of that process. Be aware however that expectations have been changing
over time, so copying the format of an old IRB application may not be satisfactory.
In recent years, more explicit language has been expected in application materials
and consent documents. The federal regulations have not changed. However,
procedures are evolving as the research community gains more experience and
refines ethical practices.

Most new researchers are concerned about how long the process will take.
Your IRB will meet with a frequency consistent with the institution’s level of
research activity. Knowing the meeting schedule will tell you when to submit and
how quickly you may get a response. At my institution, the board meets biweekly
during the academic year and monthly in the summer. So, I can expect that a
couple of weeks may pass before I have an initial response. At my campus, most
applications are approved within about three weeks. Some research does exist on
IRB response rates. For example, an on-line survey of researchers conducting
classroom studies in economics (9) indicated that 56% of the researchers had
received a decision from their IRB within 2 weeks, and less than 11% took
more than a month. I would not characterize this as “slow”. (The authors of
this study took the glass-half-empty position because of the 44% experiencing
longer response times.) The likely reason that it may seem slow to some is that
the investigators waited until the last minute to submit their IRB application.
The survey did not ask about procrastination. Just remember that poor time
management on your part does not constitute an emergency on the part of the
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IRB. Lastly, it is appropriate to reiterate a statement printed in big letters in most
IRB materials: “Do not start collecting data from participants until you have
complete IRB approval.” Respect the process and your participants by allowing
enough time to prepare the application and bring it through to approval.

Obtaining federal funding now uniformly requires evidence that students
and faculty engaging in research have training in research ethics, a component
of which includes training in human subjects research. Your institution
or school district may have workshops, on-line learning modules, or both.
The Collaborative Institutional Training Initiative (CITI), available through
institutional subscription, is a widely used on-line source for initial and continuing
professional development regarding human research (/2). A certificate of
completion, paper or electronic will be provided. Keep this in a safe place as you
may need it in the future to confirm that you completed this training.

Writing the Application

This is a new genre of writing. It is not a research paper (a scientific
argument), not a proposal (a persuasive argument), not a dissertation (a
comprehensive detailed study), and not a research abstract (a summary of work
done). It is description (who, what, when, where, why). It is possible that no one
with chemistry expertise may read your application. Remember the purpose is to
ascertain how the human participants in your research will be treated. The board
will not find it valuable to read the full rationale that led you to be interested in
why students draw evaporation as consisting of molecular dissociation for some
molecules but not others, or the nuances of student language used when writing
about equilibrium. They want to know what you are asking your participants to
do, how they are to be invited or motivated to do that, and what will happen to
the information gathered.

Consequently, your challenge is to write for an educated layperson in
terms of the disciplinary content of your study. Using the example above about
understanding the particulate nature of matter and evaporation, it may be enough
to describe the specific aim of your study as: Students will be given molecular
drawings and asked to describe out loud the meaning that they attach to them.
It’s not important that the IRB know by name every molecule to be used and
why those in particular were chosen, or the expected content of their responses.
What’s important is that the task is clear: students are given something visual to
inspect and then verbalize what they think about it. Because the task and actions
are clear, it is easy to consider the potential risks involved.

Generally, an application is expected to include the following components:

+ rationale and significance — the broader scope of the research

«  specific aims of the research — specific tasks to be accomplished

*  research protocol — describes the setting and population to be studied, the
materials or approach by which data will be obtained from participants,
how participants will be informed about the research and its risks and
benefits, and how consent will be requested
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* copies of participant recruitment materials, sample instruments or
examples of activities, copies of consent forms and associated printed or
announced information

* information about the researchers, including evidence of human research
training

* nature of data collected, anticipated analysis to be done, storage and
security plans

+  explicit description of risks and benefits

Each institution devises its own format for IRB application. Some formats
are narrative with a suggested structure. Others have specific itemized questions.
Whatever the format at your institution, your application will be reviewed most
efficiently if you follow the prescribed format. The board will look for information
in familiar places in the documents. Putting it somewhere else, or not including
it, will cause confusion and raise questions about your research. This advice is no
different from advice for writing a successful research grant proposal. Confusing
the reviewers will not work to your benefit.

Concise description should be your goal. This helps the reviewers and also
helps you. The need to be very concise forces you to think very clearly about your
research questions and hypotheses, the population you are studying, and your
investigative design. Julie Simpson, my compliance officer at UNH, recommends
using active voice. Instead of the typical passive voice of the research report, e.g.
“Interviews will be invited during the lab period”, say instead “The researcher
will approach individual students during the lab period and invite them to be
interviewed.” Active voice makes it clear who does what and to whom. Another
piece of advice when doing research in the classroom is to make it clear to the
IRB and to students in the consent process what part of the activity is required as
part of the class versus any part that is “only for research”.

At UNH, the most frequent reason for a long review process is failure to use
the consent form template provided, necessitating revision and re-review. Consent
form information must include necessary boiler plate assurances. Although this
can make the consent form long, I have not found this to discouarge students from
reading it and making an informed decision. In our general chemistry classes,
about 90-95% of students agree to allow their routine course and academic
information and survey responses to be included in studies.

In the last five to ten years, one of the biggest changes for human participant
protection is the use of electronic communication media and the associated risks of
loss of anonymity and confidentiality. For instance, some survey software collects
IP addresses automatically, in part as a means for controlling who receives the
survey or to provide for programmed follow-up emails or subsequent surveys.
An IP address can be an electronic conduit to that participant, so that data is no
longer anonymous. Interviews conducted using video conference products are also
not necessarily private, and so on. Typically, a statement reminding participants
that electronic communication is not necessarily private is included in consent
documents for studies involving any on-line exchange of personal information.

Normally, student researchers (graduate or undergraduate) must have mentors
who co-sign their IRB applications, and these students must go through the
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training required by the institution. Training must be completed prior to that
student conducting the work.

The Nature and Scale of Risks

One of the novelties of the thinking that goes into an IRB application is
explicit consideration of how your research investigation might pose risks for
your participants. It is your responsibility to identify those risks and benefits
for participants as a consequence of engaging in your research. It is the IRB’s
responsibility to determine whether you have appropriately identified and
managed those risks and balanced them against benefits for the participants and the
research question. The goal is a win-win scenario for you and your participants.
In the following section, I comment on the IRB judgment about level of review.
Here I want to raise awareness of the types of risks that may exist. I am starting
with the premise that your intention is to conduct an investigative study and
publicly share the results outside of your home institution. Academic assessment
data to provide intramural feedback to administrators, faculty, and students
does not require IRB approval at most institutions as long as confidentiality is
maintained (but again, check with your institution). This includes aggregate data
released to accrediting agencies for program assessment.

Examples

Table I is a list of research scenarios involving students as participants,
ordered from lower to higher risks (top to bottom). This is not intended to
be an exhaustive list of research settings. The specifics of the suggested risk
management strategies will change with context, and ultimately depend on
what your local IRB requires. I had several issues in mind as I organized this
table. (1) What are the chances that an individual’s identity will be associated
with the data they provide? Strategies in this case include removing identifying
information, coding for anonymous tracking, and being wary of small data sets
where indirect identification might occur. (2) What are the chances that the
information if released might cause embarrassment or damage to reputation?
Audio and video records (voice and image) make a guarantee of anonymity more
difficult. Particularly with video, people may decline to participate because of
possible embarrassment about self-image and concern that images could end
up in public social network sites. There could also be the extreme case of a
student in witness protection not wanting to compromise his/her anonymity.
(3) Is the research opportunity presented in a coercive manner? Beware of
possible instructor pressure and peer pressure to participate in a study. When
bonus points are involved or an extra assignment provided strictly for research
purposes, everyone in the class must have a fair shot at the bonus, and must be
able to take a path to the bonus that does not involve the research task. The
alternative task should be equivalent in time and effort, not overly onerous
nor just a simplistic by-pass. In my experience, when students understand the
purpose of the research, most will opt for the research pathway rather than the
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alternative. (4) Are emotional or health risks possible? For example, if students
are to be handling chemical substances or laboratory materials, they should be
reminded of the normal laboratory risks and safety practices, but also asked about
allergen risks (e.g. latex) or chemical sensitivity. If random students are brought
together to work in pairs, what if the student pair has a bad relationship history?
Consequently, it is necessary to be clear about what you are expecting them to do
and who they might be working with.

Table I. Levels of risk (increasing down table) and possible risk management

strategies (your institutional IRB assessment may vary)

Goal of research investigation

Risk management strategy

Compare learning outcomes from
short surveys, exams, and computer
homework from one organic chemistry
class with those from another class.

Compare learning outcomes for

the same students over time from
general through organic chemistry,
coordinating several outcome measures
and course data.

Same as previous but in a 15-person
course, and where student written
comments will be presented verbatim.

Two students in each lab section of a
large class volunteer to write about their
interactions with teaching assistants
and other students weekly for bonus
credit.

Hour-long audio-recorded interview or
eye-tracking session while working on
a chemistry problem.

Video/audio record students in
classroom groups, transcribe and
analyze conversations.

Conduct lesson interventions in high
school chemistry classes to test for
enhanced student learning.

Remove names and identification from
database. Identity is not important for
research question.

Remove names and identification from
data after merging files, or give students
a unique code and maintain a code key in
a secure location to link student records
until files are merged.

Chance of indirect identification.
Describe population in general:
institution type not name, course topic
not title, pseudonyms for students,
approximate date of course.

Students must be able to respond to
the invitation privately and participate
confidentially. A non-research bonus
opportunity must be offered to
non-consenters.

Compensate volunteers (e.g. gift card,
raffle chance) and keep list of recipients
(tax records).

Students must be able to consent
privately and independently. Have the
ability to edit out or hide people who
decline to appear in public images.

Student confidentiality and assent
required. Parental consent needed or
statement from school administration
that it is not needed. Student records
identified by code.

Again, it helps to put yourself in the shoes of your participants. What would
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question? What are the chances that the information provided will embarrass you
now or in the future or lead to negative consequences for your reputation? Will
you feel obligated to participate because of your relationship with the instructor
or presence of peers? If you start to feel embarrassed or concerned during an
interview, are you welcome to voice that concern and stop further participation?

In honing your research question, think about what you really need to learn
from participants, and consider whether there are less intrusive means than your
original plans to obtain the information in which you are interested.

Incentives

On occasion, an incentive may be offered to encourage and reward
participation. Typical incentives consist of course points, a monetary award,
or a lottery chance for prizes. A national survey of NIH investigators and IRB
chairs (/3) determined that incentives are intended to create a win-win scenario:
The perceived “win” for the research is boosting the number of participants;
and the perceived “win” for participants is recognition that their time and
intellectual commitment are valuable. Use of incentives, however, is not without
controversy in terms of ethics and the potential for biasing research results. An
inspection of the literature on this issue suggests that most scholarly treatments
about compensation are focused on medicine, health, and social welfare as
opposed to teaching and learning. Grant and Sugarman (/4) provide a thorough
philosophical argument suggesting that incentive use is generally not problematic
unless participants have a dependency relationship with the researcher, risks are
substantial, the research is degrading, or a large incentive is offered to overcome
a strong aversive response. In terms of chemistry education research, the first
concern might arise if research participants are enrolled in a course taught by
the researcher, which is commented on later. Another potential issue is whether
course credit is so substantial that it becomes too good to resist (becomes
coercive). Psychology departments have well-established routines for awarding
psychology course credit to create a steady pool of student participants to support
multiple ongoing investigations. These colleagues would be valuable to consult
with.

There seem to be fewer empirical investigations than one might think to
support sound guidelines about incentives. The AERA Code of Ethics (/) has
merely two sentences on this issue, essentially saying “be judicious”. Lottery
incentives have raised more concerns (/5) because there can be only one or a few
winners, often no information is provided on the probability of winning, and there
is substantial evidence that humans overestimate that probability. The absence of
specific research-based guidelines leaves the issue to the local investigator and
IRB to figure out. In general, an incentive should not be so large as to be coercive
(consider the socioeconomic status of participants) and it can be pro-rated for
extent of participation but cannot be contingent on completing the research
activity. Consider the following suggestions:
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+ Is an incentive really necessary? When the research involves a single
survey event with low time commitment and low risk, you may garner
enough participation without an incentive.

+ If you seek an extended time commitment (e.g. multiple surveys over
a semester) then course points for each event could be awarded. This
automatically adjusts for different levels of participation.

+ Ifyou seek a longer interview or talk-aloud protocol in a single meeting
then gift cards would be appropriate.

« If suggesting a lottery, provide specific information on the estimated
chances to win and indicate who and when winner selection will be
accomplished and documented. Not all IRBs will be comfortable with
the lottery approach.

One last issue on compensation — this is taxable income. Awards disbursed
from university funds currently require IRS reporting and, based on value, issuing
a 1099 form and letter to participants reminding them that the income is taxable.
Because of this policy, gift cards have replaced cash.

Faculty Participants

There is a tendency to think of students as the only participants who might
be assuming risk. Instructors can be research participants, too. Whether you
are studying students in one particular class or in a cross-institutional sample,
the instructors are potentially at risk because the information that emerges has
the possibility of affecting their professional status. Consider for instance if a
particular curricular intervention you are studying in another instructor’s class goes
badly, and course evaluations for that person become more negative. At some
institutions, this could affect tenure, advancement, or salary. So, although our
colleagues may be willing to assist us in our studies by offering their class as part
of our research, we should be sensitive to the need to consider risk/benefit and
formal consent from them as well. Furthermore, we should be willing to write a
letter of explanation for that person’s professional file as a record of participation
and as a potential backstop to any negative consequence.

Another potential area of risk is for an institution. Who signs consent for an
institution? Actually, this is not an IRB issue. The IRB mandate applies only
to individuals, not to institutions. However, in recognition of the potential for
negative consequences, the simplest ethical strategy is keep institutional names
anonymous. It is generally sufficient to describe the institution’s characteristics,
e.g. “a large public PhD-granting university in the Midwest”. Institutions may be
more concerned about this if you are an outside investigator, and thus they may
insist on institutional anonymity or require a local faculty member to co-sponsor
your work.

Experiments Including One’s Own Students

Some institutions explicitly forbid you from including students in a study
if those students are concurrently enrolled in a course you are teaching. Other
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institutions look at the risk/benefit balance, and the potential for coercion or for
evaluation bias. The underlying issue is the power relationship between you,
in the dual role of instructor and researcher, and your students, in the dual role
of class members and research participants. Strategies for addressing this issue
include working with colleagues and students in a course other than your own,
asking someone besides yourself to introduce the research opportunity to students,
or for the “sign-up” or initiation of the research opportunity to be remote from
the presence of the instructor (e.g. on-line at home vs during class). Another
protection is delaying analysis of student data until after the course grades have
been recorded.

Minors

At the college level, the number of students likely to be younger than 18 years
old is few. Your IRB may or may not consider these students to be adults. If such
students are not defined as adults, you could attempt to get parental consent, or to
get an IRB waiver of parental consent, but the easiest thing to do is to exclude the
few students who are younger than 18 years old from the research. If course bonus
options are part of the protocol, these students would be given the non-research
option.

Studies of pre-college student learning necessarily include minors. Who
gives permission for the study to be conducted? How are students involved in
the study and how are they provided the opportunity to understand the study
and to give assent to participate? Is parental permission for student involvement
required? (This decision may be based on local policy.) How are protocol fidelity
and participant protections maintained if implemented across many classrooms
or schools? My own experience with this is narrow. There are many nuances to
the ethical treatment of minors and to working in K-12 schools. Consequently, if
I were to consider engaging in research in pre-college environments, I would talk
with colleagues in chemistry education research who have this experience or with
campus colleagues engaged in K-12 teaching and learning research.

International Studies

The same ethical principles apply to international studies, but in another
country rules may be different or may not exist. You may need to be particularly
cautious about issues of consent and coercion because of different cultural norms
regarding authority, about the risks being assumed by any instructor involved
in the study, and about government concerns about how their institutions might
be perceived. Work with your international collaborators to understand their
local process, secure approval of your protocol in the normal way at your home
institution, and then proceed by being very cautious about protecting anonymity
for students, faculty, and institutions at the international location.
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Levels of Review

The levels of oversight (review) vary depending on the assessed levels of
risk. Assuming that the IRB determined it has oversight, the increasing levels of
review are Exempt, Expedited, and Full. In the past, it has been the case that many
educational investigations have fallen into the Exempt and Expedited categories.
This may be changing at some institutions.

Exempt Review

The U.S. Health and Human Services regulations (8) specifically refer to
educational studies and the characteristics that make them exempt from higher
levels of review. Here is the appropriate excerpt from section 46.101:

(1) Research conducted in established or commonly accepted educational
settings, involving normal educational practices, such as (i) research on
regular and special education instructional strategies, or (ii) research on
the effectiveness of or the comparison among instructional techniques,
curricula, or classroom management methods.

(2) Research involving the use of educational tests (cognitive, diagnostic,
aptitude, achievement), survey procedures, interview procedures or
observation of public behavior, unless: (i) information obtained is
recorded in such a manner that human subjects can be identified, directly
or through identifiers linked to the subjects; and (ii) any disclosure of the
human subjects’ responses outside the research could reasonably place
the subjects at risk of criminal or civil liability or be damaging to the
subjects’ financial standing, employability, or reputation.

“Exempt” means that the levels of risk are minimal and annual IRB updates
of status are not necessary. At some institutions, Exempt means exempt from IRB
review while at others, including UNH, exempt is a level of IRB review. It is very
important that you understand the procedure for such studies at your institution
early on. The top three studies in Table I are likely to be classified as Exempt
because the level of risk is minimal: anonymous surveys, records from typical
classroom work, public behavior, and absence of differential treatment. You often
just need to provide a final report when the study has been completed. The only
exception is if you alter your protocol. In that case, you must request a modification
and re-review from your IRB.

Expedited Review

An Expedited level review also requires that the risk presented by the study is
minimal. It often is required when anonymity is not guaranteed, when audio and
video recording are planned, and when differential treatment of members of the
study population (e.g. a class) may occur. The fourth and fifth studies in Table
I might be placed in this category. Expedited reviews are typically conducted by
the IRB members who have the most pertinent expertise. Approval at this level
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extends for a year after which an annual report and request for approval renewal is
required to continue. This oversight continues even if the participant enrollment
and data collection processes have concluded and the research is entirely in the
analysis and presentation stages. The renewal asks for an update on whether the
study is still actively collecting data, and if not, where in the analysis and reporting
process the project is. It also asks for verification of whether protocols are being
followed as originally planned or whether they have been modified.

The reports are not long, but the renewal process may become somewhat
overwhelming if one has multiple studies in progress. One method for helping to
manage the reporting is to have continuing or umbrella protocols. For example,
we have an ongoing effort to study student attitudes and performance in general
chemistry, and with each new semester we ask student consent to use their
course performance information and institutional data in support of a variety
of specific hypotheses. Other colleagues have an umbrella consent process for
interview studies, in which the protocol for inviting, rewarding, and conducting
the interviews is the same, but the specific chemistry content changes because
different graduate students are investigating different topics. Thus, modifications
can be made by plugging new content into a single protocol without affecting the
risk and consent structure.

Full Review

A Full Board review (involving all members of the board in the discussion at
a convened meeting of the IRB) results when the risks are greater than minimal,
when the study is invasive, or when protected populations are involved. Studies
in K-12 science may fall into this category, as well as extensive video/audio
recording, such as in the last two cases in Table 1. Full Board reviews can only
progress at the pace of the board meeting schedules, so these are likely to take the
longest to move through the process.

Continuing Review and Modifications

What are your responsibilities once you have approval? Three things. First,
do what you said you were going to do. Secondly, if things change (and they
often do), you may have to request a modification. Recall again that the IRB’s
role is to protect human participants and the IRB will be concerned about changes
to the levels of risk and consent procedures. Changing your consent form to 14
pt from 12 pt font size, or initiating an activity on Thursday instead of Monday,
probably won’t trigger concern. But if you find that one approach to recruiting
student volunteers for interviews is not drawing participants, and you decide you
need to offer a $50 gift card as an incentive, that modification requires review
because of the potential for coercion and inequitable treatment. This would be
considered “a problem”, in the language of the federal legislation (8). When in
doubt, contact your IRB chair or compliance officer, explain the situation and that
person will let you know what to do. Needing to make modifications is common.
Your main concern is to make clear how the modifications compare with the project
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as previously approved. I typically send a copy of the original documents with the
editing marks shown, plus a clean copy with the changes completed.

Finally, you have a responsibility to inform the IRB if “unanticipated adverse
events” occur. What this means is that if participants respond poorly to the research
conditions, and these outcomes were not anticipated and addressed in the IRB
review, then clearly participants are experiencing a new risk. Whether this new risk
entails protocol changes must be considered. Thus, halting the research activity,
alerting the IRB, and taking the time to review the event is necessary. The federal
regulations (&) describe a number of case studies as examples, all of which involve
physical and mental health issues, not teaching and learning. “Anticipated adverse
events” should have already been considered in the protocol. You will be asked
when closing out Exempt studies and in annual reviews of Expedited and Full
studies whether there were any “problems” or “adverse events”.

The Department of HHS does check up on institutions to verify compliance. A
detailed process is described in the regulations regarding why and how this would
occur (8). It could involve inspection of IRB minutes, review of study protocols,
meeting with individual investigators, and the like. Serious breaches can result in
suspension of the research privileges of individual investigators or of all federally
funded research at that institution.

Projects Involving Multiple Institutions

Consider assessment of a curriculum intervention occurring at multiple
institutions. Generally, the researcher will need approval at his/her own institution
since he/she is conducting the research, and approval by the collaborating
institutions will be needed because participants reside at the collaborating
institution. Because of the variability among processes at different institutions,
the specter of completing multiple IRB applications and annual updates could be
a substantial burden for multi-institutional projects. If you have collaborators at
the target institutions, an efficient way to proceed is:

(1) Obtain approval at your home institution.

(2) Use the internet to find the point person for the IRB at the other
institutions. This will be an IRB compliance officer at larger institutions
or the IRB faculty chair at smaller institutions.

(3) Send electronically a cover letter indicating in brief that you are
collaborating with one of their faculty members in a multi-institution
study, and attach the application submitted to your home institution,
the approval letter, and documentation that you have completed human
subjects training.

(4) Request that your home institution approval be considered a sufficient
review. Some institutions will accept your institution’s approval without
further documentation, others may ask for a local faculty sponsor, and
others may conduct their own review.

In my single experience with this issue, I found that in most cases my inquiries
were addressed promptly and efficiently, even at a time of year when you might
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expect a slower response. This was for a project categorized as Exempt by my
institution. A project based on a higher level of review might take longer.

Working in the K-12 environment is different. Unless you are working with
a very large school district, there may not be an office devoted to assessment
or institutional research with a contact person specifically familiar with human
participant protocols. If so, you will need to work with the school district’s
Superintendent to get the appropriate permissions to proceed, including classroom
and student access. As mentioned before, parental permission might be required.
I think it is particularly important to consider risks for teachers since their local
evaluation may be tied to student performance. If your institution has a school
of education, your IRB will already be familiar with protocols for pre-college
educational settings. My suggestion is that you find a colleague in education with
this sort of experience as a starting contact.

When Does Review End?

At many institutions, you close out Exempt studies yourself by providing
a final report. It may be enough to check off “it is done” and to indicate any
publication or product that emerged from the work. If you don’t remember to do
it, your research office may clean house occasionally and remind you to look at
the status of your exempt projects.

Expedited and Full studies have annual report requirements. There is no
statute of limitations on a study that continues to be active at some level. If you
fail to provide your annual report, the IRB is required to withdraw approval. That
means that if you were still engaged in data analysis on that project, you would
have to stop. It is possible to get a project reinstated. Should you run into this
issue, contact your IRB chair or compliance office for guidance.

Ethical Educational Innovation

I have heard colleagues express the opinion that they are not in favor of “doing
experiments on students”. This concern is well placed in that it acknowledges that
students have little choice regarding the courses and instructors they encounter
in their required curriculum — so any innovation they experience is essentially
coerced. They are not voluntary participants in a case like this. This concern is
certainly an expression of the spirit of the Belmont report (5) which was triggered
in part by medical experiments on captive audiences (i.e., patients, prisoners).
On the other hand, the statement also implies that any attempt to manipulate
the learning environment is unethical. But isn’t this what every instructor does
everyday using intuition, on-the-fly convenience sampling of student responses,
and assessments that are not subjected to validity or reliability testing? Isn’t every
day in the classroom an experiment?

Investigations that invite students to participate outside the classroom —
clinical or in vitro studies — where they have the ability to choose to participate,
do not have this issue. Investigations that engage students while in the classroom
— in vivo studies — in principle have a higher ethical bar to clear. What we
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instructors do every day is guided by our own professional experience, knowledge
of practices, and sense of responsibility to our students. “I want to try this” is
something one hears all the time in conversations among teachers. What one
doesn’t hear is whether there are ethical issues embedded therein. Consider three
scenarios:

(1) You implement an innovation that affects all students, and use that to
inform the next run of that course, but do not report publicly.

(2) Youimplement an innovation that affects all students, and report publicly
outside the institution on the outcomes.

(3) You implement an innovation that targets some students, and you may or
may not report publicly on the outcomes.

Case 1 is the typical classroom situation. It is entirely possible that no one
but the instructor will be aware of this pseudo-experiment and its outcomes.
Activities such as this range in the degree of rigor or theoretical justification
applied. Consequently, the results may be meaningful for the instructor but will
lack external validity. Outcomes will be tossed into the large bin of “anecdotal
classroom stories”. Instructors are generally given broad leeway under the
principle of academic freedom to do what they think best, both in terms of content
and instructional approaches. Case 2, which is identical to Case 1 in design,
requires IRB review because of the public reporting. As a result of the IRB
oversight, it is probable that the innovation will be given more thought in terms
of design, implementation, and assessment. Furthermore, the public reporting
provides opportunities for assessing the external validity and generalizability of
the outcomes.

Case 3 may arise when it is desired to do a trial on a subset of a course
population, or when there are resource constraints. This means there is a treatment
group and a non-treatment group. This might be a quasi-experimental design, for
example, when groups are “formed” simply by selecting different course sections,
or it might be a true controlled experiment with groups decided by a random
assignment. Regardless, this is analogous to a pharmaceutical drug effectiveness
study. Assuming you can acquire participant information quickly and reliably
during implementation, what will you do if the treatment group starts to show
substantial positive outcomes relative to the control group (or the reverse)? In a
drug study, at some point when the risk/benefit ratio tilts strongly one way or the
other, the study is halted. If the benefits are strong, some action is taken to make
sure the control group is not losing out on a benefit. I have not encountered an
educational study where a similar result has occurred. I suspect it is primarily
because the data collection and processing is not accomplished in real time but
only after substantial analysis. Nevertheless, one way to anticipate this in a design
is to balance the treatment so that it flips from one group to the other, each group
now having an equal chance at “exposure”. This may or may not be practical in
your context, but it is something to consider.

Finally, let’s reconsider Case 1. If the educational research literature in your
field provides strong evidence that a particular type of instructional approach
results in reliable and substantially-documented positive learning outcomes,
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what is your professional obligation (a) to be aware of that research and (b) to
implement the approach in your teaching? In medicine, at some point ignoring
the literature on improved treatment practices and failing to implement improved
treatments is considered at least substandard practice and sometimes malpractice.
At some point, will we be in a position of talking about “educational malpractice”?
In the last few years, it is common to hear reference to “best practices”. 1 get
nervous when I don’t know who decided what those practices are, what criteria
were used to decide on what was “best”, and who did the deciding. Perhaps
“best” can be described as “grounded in modern cognitive, social, and educational
theories” and informed by the existing literature as described, for example in the
Disciplinary-Based Education Report (DBER) (/6). We are still some distance
from assuring educational outcomes in the same way that medicine might assure
the efficacy of treatments, but the courts have already experienced this argument
(17, 18). With the current pressure to demonstrate “value” for the cost of higher
education, this issue is likely to grow in prominence.

Final Words

Consideration for the ethical treatment of students and faculty involved in our
studies should be an expected and normal component of research. In principle, the
investigator should be cognizant of these issues and incorporate ethical review into
planning and execution. But having an independent group give specific attention
to the ethical aspect assures that we do not forget it.

The views expressed here are those of the author and not his institution, and
the advice may be generally informative but will not be definitive for a particular
situation or institution. Talk with your campus representatives responsible for
human participant research. If you want to expand your reading, I suggest a few
recent books on the subject (/9-21).
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This chapter offers an overview of the process of publishing
reports of research in chemistry education. The chapter
considers both issues of what makes a submission suitable for
publication in a research journal and practical issues of what
authors need to do, and what they should expect, at different
stages of the process.

Introduction

This chapter has been prepared to offer guidance on the process of reporting

chemistry education research (CER) in research journals. The focus of the chapter
is publication in chemistry education journals - such as Chemistry Education
Research and Practice (CERP) and the Journal of Chemical Education (JCE)
— or science education journals — such as the International Journal of Science
Education (IJSE), Science Education (SE), the Journal of Research in Science
Teaching (JRST), or Research in Science Education (RISE). Much of the advice
given here will also apply to publication in the many more general educational
research journals, but our focus will be on the more specialist journals of particular

interest to those working in chemistry education.
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There are strong commonalities in the requirements and processes adopted
by most research journals, and much of the advice offered here is generic in that
sense. However, the chapter authors have particular associations with three of the
journals that are most important to those who work in chemical education (KST:
CERP; MHT: JCE; DFT: IJSE), and where there are significant differences in
policy or practice between journals these will be described - presenting the journals
in alphabetical title order (e.g. CERP, IJSE, JCE).

Thinking Ahead: Planning for Publishable Research

Writing up research is thought of as being something that happens at the end
of a study, but the quality of a research report is only partly about the writing
process. A high quality report depends upon a well-planned and executed study.
The success of reports being submitted for publication therefore depends in part
upon the quality of the thinking that goes into the design of the research. A
poorly conceptualized study will not provide a basis for a report that will be judged
able to make a substantive contribution to the research literature. Important and
interesting findings cannot be published unless they are seen to be based upon a
well designed study that provides a sound evidence base, and can be seen to have
given consideration to the ethical treatment of research participants.

The Logical Chain Supporting Research Claims

Research reports make knowledge claims: claims to offer new scientific
knowledge. ‘Scientific’ is used here in a broad sense that can encompass work in
the social sciences (such as education) providing it draws upon systematic enquiry
supported by an appropriate methodology (/). In terms of deciding whether a
particular methodology is appropriate, it is important to consider the nature of
what is being studied, and what kind of knowledge it is possible to acquire about
it (2). (These issues are sometimes labelled as ontological and epistemological
matters, but often in CER reports these terms are not explicitly used.)

So, for example, research might investigate the level of resourcing of
school chemistry laboratories in terms of provision of glassware; the level
of qualifications of college chemistry teachers; students’ understanding of
isomerism; teachers’ beliefs about effective chemistry pedagogy; the use of
formative feedback in high school chemistry classes; project-based learning in
undergraduate chemistry; the nature of student dialogue in laboratory group-work,
etc. These different foci concern very different kinds of things. It is relatively
easy to identify and count test tubes and flasks, but teacher behavior (offering
formative feedback) may be more difficult to define and observe. Different
researchers are much more likely to agree on how many reflux condensers
there are in a classroom than whether particular comments should ‘count’ as
formative feedback. Features of other people’s mental experiences - such as their
knowledge, understanding and beliefs - are not directly accessible to us, may be
quite labile, and can only be inferred indirectly by what they tell us (3).
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Consideration of such ontological and epistemological matters, informed by
a careful review of relevant research literature to find out how other researchers
have understood the research foci, can help in the formulation of clear and viable
research questions, and to understand the kinds of answers which will be feasible
for those questions. Research questions are the starting point for producing a
research design based on a suitable methodology. This research design will employ
particular data collection tools, and just as importantly, data analysis tools, to
be used within a particular sampling frame. Some designs (experimental, quasi-
experimental studies, and surveys) will be planned in detail in advance; but the
adoption of other methodologies (such as grounded theory for example) allows a
more iterative approach where early data collection and analysis informs further
stages of the research.

Selection of an inappropriate methodology can undermine a research study
to the extent that it is not possible to collect the right kind (or amount) of data to
answer the research question(s). One cannot answer a question about a general
situation (e.g. the extent to which project work is used in undergraduate courses)
by undertaking a case study in one institution; and similarly one is unlikely to
understand the various factors and their interactions in complex situations (e.g.
how understanding of key chemical vocabulary influences learning about core
chemical concepts) by surveying students with a written questionnaire. We could
give many more examples, but readers are recommended to review the other
chapters of this book to see how different approaches are suitable for collecting
certain kinds of data and answering particular kinds of questions.

Ultimately knowledge claims rest on the presentation of an argument
supported by evidence that can be recognized to be the result of an appropriate
analysis of data of a suitable kind and sufficient quantity or representativeness to
address clear research questions motivated by a well-informed consideration of
the nature of what is being studied.

The Importance of Research Being Seen To Be Ethical

All scientific research should be underpinned by ethical considerations. For
example, committing substantial resources to a research project to answer a trivial
question would be considered unethical. Ethical standards apply to such aspects
as offering a balanced argument in a case for research funding, and to writing
up research in ways that honestly report findings: not, for example, selectively
reporting some results because these best support the researchers’ preferred
conclusions. These sorts of considerations are as important in CER as they are in
research in chemistry or other natural science disciplines.

However, CER usually involves additional areas of ethical concern that do not
apply in most research in the natural sciences. Most studies in CER involve human
participants as ‘subjects’ of the research. The term subject has here been put into
scare-quotes, as it implies something done to (rather than with) people, and that
is generally considered an inappropriate way to conceptualize those who help us
in our research. Research with people, unlike research on samples of non-living
substances, requires us to show high levels of respect and concern for those who
are involved in our studies.
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Ethical Guidelines for Research with Human Participants

In many national contexts there will be widely available guidelines on the
ethics of working with people (‘human subjects’) in research. In the United States,
guidelines are published by the American Educational Research Association (4),
in the United Kingdom by the British Educational Research Association (5), and
in Australia by the National Health and Medical Research Council/Australian
Research Council (6). Within national contexts there will be local procedures
for getting approval of any research that involves human subjects, for example
through Institutional Review Boards (7) or departmental ethics committees (see
the Chapter by Bauer, this Volume).

Research journals will expect authors submitting manuscripts to have adhered
to the guidelines that apply in their national and institutional context. Often
authors may be asked to confirm they have followed such guidelines as part of the
submission process. Good practice in research writing would include a statement
confirming that ethical guidelines are followed in the text of the research report
itself (see below). Precise expectations about what constitutes ethical research
may vary from one context to another. However, journal editors and reviewers
may expect that certain ethical issues should always be addressed by authors of
manuscripts, regardless of the norms in the particular context where the research
to be reported was undertaken. We briefly discuss some key issues here.

Informed Consent

It is widely considered that people who are involved in research projects
should have given informed consent. This means they must have freely agreed to
take part in the research, without duress or without the expectation of substantial
reward or — should they decline participation — potential negative consequences,
having been properly briefed about what they are agreeing to. It is accepted
that mild deception may sometimes be acceptable in educational research on
rare occasions when full disclosure of research purposes would undermine the
research: but then full debriefing, and an opportunity to retrospectively withdraw,
should be offered to participants.

When researchers approach an institution to seek permission to ask teachers or
students to participate in research there will be ‘gatekeepers’ (such as institutional
principals, heads of department or class teachers) who will decline permission
if they have reservations about the research or the researchers. When teachers
undertake research with their own students or colleagues, this safeguard could be
by-passed, and so it is important to involve a more senior colleague as an informed
person who could take on the gatekeeper role when there are no IRB procedures
that need to be followed (2).
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No Expectation of Harm or Disadvantage

An important feature of ethical research is that the inquiry could not be
foreseen to do harm to participants. Harm need not be physical — it would include
undue stress, ridicule, or educational disadvantage. This might, for example,
become significant in experimental or quasi-experimental studies comparing two
different instructional approaches. If there are already good reasons to believe that
one approach is educationally superior to another, then it is questionable whether
an artificial situation should be set up where one group of learners is deliberately
subjected to instruction expected to be inferior. The importance of replicating
studies to confirm findings, or testing out existing findings in new contexts, has
to be balanced against reasonable expectations based upon the current research
literature. As suggested below, research should address research questions or foci
that are strongly motivated by a review of existing literature.

Anonymity of Participants and Institutions

A commonly accepted principle in educational research is that research
data should be kept confidential and securely held, and that participants and
participating institutions should be offered anonymity where they cannot be
identified in reports of the research. This may raise particular issues where
researchers are inquiring into their own professional and institutional contexts
where full reporting often requires acknowledging the particular relationship of
the researcher(s) to the context or where the methodology adopted in the research
requires reporting a ‘thick description’ (8) that provides extensive details of the
research participants and context.

Generally where individual teachers or learners are described in research
reports in any detail, pseudonyms are given to personalize the account, and these
are understood to substitute for the actual name. There may be occasions where
it is appropriate, with permission, to identify a participant — for example if he or
she occupied a unique role or had some particular distinction that was the basis
for his or her selection as a participant. In general, reasonable effort should be
made to provide anonymity.

Institutions also may be given assumed names in reports, and described in
general terms (regional location, size, nature of student body), but this does not
offer anonymity if authors are clearly reporting work in their own institution(s).
The purpose of the anonymity principle is to offer protection for participants and
institutions, and — as with all ethical guidelines — such a principle needs to be
interpreted in the particular context and case being considered (see the Chapter by
Bauer, this Volume).

Determining Authorship

The issue of authorship is of considerable importance to potential authors,
and is also covered by ethical principles (9). The key issue here is that all those
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(but only those) who made substantive intellectual contributions to a study should
be included in the author list (/0). This leaves scope for discussion of precisely
what comprises a substantive intellectual contribution to a particular study, and
authors need not all have contributed at all stages, and may not all have been
involved in drafting the report (although all authors need to agree to the final text
before submission) (/7). Whilst it may not be possible to finalize such judgments
until a report is written, it makes sense for those working in a research team to
have a clear idea from the outset of whether their involvement is likely to amount
to authorship rather than be seen as purely a technical contribution. Expectations
about ordering names in author lists may also vary (e.g. in terms of scale of
contribution, alphabetical, seniority, cycling around the team over several reports,
etc.), and it is sensible for teams of colleagues to agree upon an approach in
advance.

Planning for Quality Research

Research journals use a process of peer review (described below) where
editors ask others working in a field to read and evaluate submissions, and make
recommendations on whether they should be published. It is well over a decade
since Eybe and Schmidt published a set of quality criteria for CER (/2), and
most journals will ask reviewers to evaluate submissions on the basis of criteria
of this type (13, 14). The nature of strong manuscripts suitable for publication,
and the process of peer review are discussed in more detail later in this chapter.
Researchers are advised to be aware of the issues discussed below when planning
and executing their research to ensure that they are in a position to write up their
work in a form likely to be evaluated highly in peer review.

Preparing the Manuscript for Submission

Research journals tend to reject the majority of submissions they receive, so
authors cannot assume their research report will be published by their preferred
outlet. However, as journals tend to have their own particular style requirements,
it is sensible to have an outlet in mind when writing up a study and checking upon
the submission procedures and guidelines for authors. This information is nearly
always available from a journal’s website.

Selecting a Target Journal for Publication

When identifying a preferred outlet for your work, there are a number of issues
to be considered. You should give attention to the match between your work and
the journal; the intended audience for your work; and the prestige of the journal.

To take the last point first, academics are in part (and sometimes quite a
considerable part) judged by their publications list, and all other things being equal
it is better to be published in what is widely considered a leading journal in a field,
rather than in a lesser-known outlet. This is not just a matter of kudos - your work
is more likely to be noticed and influential in a ‘top’ journal as others working
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in the field will regularly access these journals to keep up with their reading,
whilst generally only accessing less prestigious journals when following particular
references.

Major Journals in the Field

A recent publication found that amongst researchers in the field the most
prestigious research journals in CER and science education (presented in
alphabetical order within categories) are (9):

(a) specifically for chemistry education: Chemistry Education Research and
Practice (CERP) Journal of Chemical Education (JCE)

(b) for science education more generally: International Journal of Science
Education (IJSE); Journal of Research in Science Teaching (JRST);
Research in Science Education (RISE); Science Education (SE).

(c) Other journals that accept CER International Journal of Science
and Mathematics Education (IJSME); Studies in Science Education
(SiSE); The Australian Journal of Education in Chemistry (AusJEC);
The Chemical Educator (TCE). Biochemistry and Molecular Biology
Education (BAMBEd)

Both JCE and CERP are published by learned societies - the American
Chemical Society and the (UK) Royal Society of Chemistry respectively.
However, despite both being linked to national societies, these are international
journals that publish work from all over the world, and have international
membership for their editorial boards and colleges of reviewers.

Similarly, IJSE, JRST, SE, RISE and [JSME are international research
journals. These are all published by major commercial publishers: Routledge/
Taylor and Francis (IJSE), Springer (RISE, IJSME) and Wiley (JRST, SE) and
three have current or historic associations with learned/professional bodies (IJSE:
European Science Education Research Association; JRST: the (US) National
Association for Research in Science Teaching; RISE: Australasian Science
Educational Research Association).

Three other journals that also publish CER are AusJEC, TCE, and BAMBEd.
AusJEC is published by the Royal Australian Institute Inc. and includes aspects
of chemistry content, technology in teaching chemistry, innovations in teaching
and learning chemistry, research in chemistry education, laboratory experiments,
chemistry in everyday life, news, and other relevant submissions. AusJEC has an
irregular publication schedule. TCE is a peer-reviewed journal providing articles
on current topics, experiments, and teaching methodology. Being an on-line
journal, video clips of demonstrations and laboratories, animation, and full-color
graphics are available to enhance the clarity and usefulness of articles. 7TCE
also provides quality articles in the expanding field of CER. Studies published
in this area provide concrete evidence and conclusions about techniques that
improve teaching effectiveness. BAMBEd is published by the International Union
of Biochemistry and Molecular Biology and seeks to improve teaching and
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student learning in biochemistry, molecular biology, and related sciences. CER
that focuses on biochemistry is published in this journal as well as laboratory
experiments, innovative pedagogical approaches, and reviews of emerging areas.
BAMBE(J is published six times per year.

There are many other journals that will consider submissions on themes
related to chemistry education. Some of these are regional or national, and so
tend to largely publish work from particular parts of the world. These journals
will often accept submissions from anywhere in the world, and given the wide
availability of internet search facilities, articles published in such journals can
be accessed internationally. However, these journals often publish material that
would not be accepted in the major international journals because it is considered
insufficiently original or important (or not of high enough quality in terms of
evidence and argument).

There are also increasing numbers of internet-based, international journals
published by commercial companies, and often these journals publish material
on a broad range of topics. The rigor of reviewing/editorial processes varies
considerably among these journals. Some of these journals follow perfectly
acceptable peer-review processes, but where articles on CER are published
alongside material from a diverse range of other educational themes they are less
likely to be noticed by others working in CER.

Publication Models

Most well-established research journals have both a print and on-line version
(CERP is on-line only). In these cases the content of the articles in print and
electronic versions are identical, although sometimes color is used in figures in
on-line articles where grey-scale is used for the printed version. Publishing is a
costly business, especially when it involves the printing and distribution of hard
copy journal issues, and so has to be financed, which is usually done by charging
readers or authors. Traditionally most research journals do not charge authors for
publication, but instead charge subscribers (who receive or access the full journal)
or occasional readers (for accessing specific articles ‘pay-for-view’). Institutional
library subscriptions are usually substantial amounts, but entitle all staff and
students in an institution, such as a university, electronic access to the journal.

There have long been some journals which charge authors fees for the
costs of administration and publishing, a model which is also used in vanity
publishing (there are many commercial presses where anyone can have his or
her work published as a book if he or she pays the publisher to cover the costs).
The distinction here is whether there is meaningful peer-review, rather than
just an agreement to publish as a commercial arrangement. With the advent of
electronic journals, and the advantage of open access (where anyone with access
to the internet can read published material), academic journals (e.g. RISE) are
increasingly either employing open-access, or making it an option (so authors
can choose whether to pay a fee and have their article freely accessible to
non-subscribers when it is published on-line).
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CERP is an exception as a journal that is free to access on the Internet, but
does not make any charges to authors. CERP does not have a print edition (thus
reducing costs significantly) and the costs of editorial and production work on the
journal are covered by sponsorship of the Education Division of the RSC as part
of the educational mission of the Society.

Ensuring Fit with a Journal

One key reason for submissions being rejected from research journals is that
material submitted is not considered to fit the remit of the journal. Most journals
have available guidance on the kind of material published by the journal.

For example CERP invites reviews, theoretical perspectives, and reports of
empirical studies in chemistry education, and offers guidance on the nature of these
three types of contributions (/3). CERP regularly rejects submissions without peer
review because they do not match this remit. The journal also receives suggestions
for new ways of teaching topics that have not been evaluated in classrooms or are
not explained in terms of educational theory and CER literature; details of new
or modified laboratory activities with extensive technical information, but without
evaluation in classrooms; and reports of authors” own educational practice lacking
rigorous evaluation, for example relying on the author’s own impressions of how
things went, and simplistic student responses to course evaluation questionnaires.
In each of these cases the submissions do not match publicly available information
on the characteristics of contributions the journal publishes.

JCE invites ten different types of articles (/4). Those that may be most
closely aligned with the purposes of the CER community include activities,
communications, demonstrations, laboratory experiments, and articles. The
first four types of articles may have components of CER in them but are not
formal research studies and may be missing specific information required for
CER articles. Recently an editorial and guidelines specific to CER articles were
published in order to clarify expectations for CER manuscripts (/5). For example,
it is expected that the manuscript will cite literature relevant to the study, have
clearly described theoretical and methodological frameworks, findings that are
based upon the analysis of the data, limitations (every study has them), and
implications for CER and the learning of chemistry. Manuscripts that suffer
from shortcomings in not meeting the guidelines are rejected and not sent out for
review.

In addition to empirical research papers, IJSE accepts position papers,
innovations, theoretical papers, and letters to the editor, but as noted elsewhere
the majority of articles are not specifically related to CER.

One particular question authors need to consider is whether they wish
to publish in a CER journal, a science education journal, or a more general
educational journal. In general, chemistry education journals expect a strong
focus on CER, where science education journals will usually expect submissions
to have clear relevance across science education, even if reporting CER work.
Similarly, high-ranking general education journals will publish work in chemistry
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education where it seems to have clear relevance to wider education issues beyond
CER alone.

It has been suggested that there are three ‘levels’ at which research undertaken
in chemistry teaching and learning contexts can be considered CER — inherent,
embedded, and collateral (/6). Inherent CER inquires into foci that are core
concerns of chemistry education — for example learning difficulties in specific
areas of chemistry. These themes are well suited to CER journals but may be
seen as of too specific in interest to be considered by general education journals.
Embedded CER studies explore wider issues in education (such as the nature
of student-teacher classroom discourse) but are carefully contextualised within
a chemistry teaching and learning context. These types of studies can also be
suitable for CER journals as they relate the wider issue to the specifics of teaching
and learning chemistry. The final level of study is labelled collateral CER. This
level concerns studies that explore general educational questions and happen to
be carried out in chemistry teaching and learning contexts because these have
been identified as accessible sites for data collection. Work perceived in this way,
even though relating to teaching and learning in chemistry, is less likely to be
considered suitable for consideration by CER journals.

Readers may suspect that, to some extent, classification of work into such
categories as inherent, embedded, or collateral CER will depend upon the
presentation in the write-up. At this time, authors can decide on the extent
to which they link their work to prior literature and what they emphasize in
reporting their study. There is certainly some scope for such flexibility in writing
up work, but the initial conceptualization of a project and the specific research
questions (RQ) posed inevitably channel the direction a study takes (see above),
and constrain how the work can be framed when reported. So the nature of the
RQ may lead to work that is either unlikely to be considered suitable for a major
CER journal, or alternatively might limit publication of the work to a specialist
CER journal.

Specialist and Interdisciplinary Science Education Journals

As well as the major CER and science education journals we discuss above,
there are also a number of other potentially relevant journals that researchers in
CER might consider as outlets for their work and will be more suitable for some
types of studies. Here we refer to some particular examples likely to be of interest
to someone working in CER.

Journal of College Science Teaching (JCST, published by the National Science
Teachers Association in the US) publishes research articles in its Research and
Teaching column (/7). These articles span the sciences and include those that
are interdisciplinary in nature. Thus, if the study crosses disciplines or has an
emphasis in biology, physics, or earth and atmospheric sciences and also relates to
chemistry, then this journal may be an outlet to consider.

Studies in Science Education (SiSE, published by Routledge/Taylor &
Francis, and formerly published by the Centre for Studies in Science and
Mathematics Education at Leeds University, UK) publishes review articles that
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discuss particular areas of research and scholarship in science education, often
from a particular perspective. Whilst some other journals also publish reviews,
SiSE accepts in-depth reviews that would be considered too long to be considered
by most journals. SiSE commissions many of its reviews and also considers
material submitted in the usual way, so authors are advised to approach the editor
informally before setting out on writing their review manuscript.

Science & Education (S&E, published by Springer, and associated with the
International Philosophy, History and Science Teaching Group) publishes material
related to science education on themes linked to the philosophy and history of
science - for example, teaching about the nature of science (or nature of chemistry).

Foundations of Chemistry (FOCH, published by Springer) is set up as an
interdisciplinary journal concerned with “conceptual and fundamental” issues in
chemistry publishing “philosophical, historical, educational and interdisciplinary
studies of chemistry” (/8). It does not publish mainstream CER research, but its
scope includes philosophical perspectives on chemistry education.

Theme/Special Issues

Some journals have issues that are completely or partially dedicated to a single
topic. Usually these special or theme issues are edited by, or with support from,
guest editors who have particular expertise in the topic. A call for articles will
be issued well in advance of the publication of the issue setting out the remit
for the issue; often the guest editors will be prepared to offer authors advice on
whether a planned article is likely to fall within the scope of the special issue. A
special issue brings together a number of articles on current research in a topic
area and so arguably provides greater visibility among workers in that subfield for
contributions included in the themed issue. (Arguably this is less of an advantage
now that most journals publish material on-line where it can be readily found by
Internet searches.) Often guest editors include an editorial introduction to the
theme issue, contextualizing the place of each accepted article within the topic
area. Some examples of journal theme issues in areas of chemistry education are
presented in Table 1.

Table 1. Examples of journal theme issues in CER

Theme Issue

Constructivism in Chemical Education FoCH (2006) - Volume 8, Issue 2
Diagnostic Assessment in Chemistry CERP (2011) - Volume 12, Issue 2
Sustainable Development and Green CERP (2012) - Volume 13, Issue 2
Chemistry in Chemistry Education

The Application of Technology to Enhance CERP (2103) - Volume 14, Issue 3
Chemistry Education

Physical Chemistry Education CERP (2014) - Volume 15, Issue 3

Continued on next page.

309
In Tools of Chemistry Education Research; Bunce, D., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2014.



Table 1. (Continued). Examples of journal theme issues in CER

Theme Issue
Advanced Placement Chemistry JCE — Announced for 2014
Teaching and Learning about the Interface CERP — Announced for 2015
between Chemistry and Biology

Reaching a Professional Audience

Journals generally have a strict rule that submitted manuscripts must be
original work not published (or being considered for publication) elsewhere.
However, this does not mean that authors cannot write more than one article
about the same research study, as often studies have a number of different aspects
that are best reported in discrete articles. Moreover, authors are allowed to write
about aspects of their work reported in journal articles in other formats.

In particular, there are periodicals that are primarily intended for a
professional audience (such as school and college teachers) rather than other
researchers. For example, Education in Chemistry is a magazine for chemistry
teachers at all levels published by the Royal Society of Chemistry. These
publications do not publish formal research papers, but will consider articles
that inform their readers about the findings of research projects. Generally such
articles are shorter and less formal than research reports, omit detailed discussions
of methodology, and offer a selected bibliography for further reading, rather than
citing academic references in the text. Editors expect such articles to focus on
implications for teachers, and to get to the point quickly. Colorful images and
short quotations are often welcome, rather than a formal presentation of data.

The two main CER journals (CERP and JCE) are both aimed at teachers as
well as researchers but there is value in looking to disseminate research results
more widely, especially where those results have clear implications for practice.
A sensible policy for authors is to first focus on writing the formal research report
for publication in a research journal so that the study is reported to the research
community. Once a manuscript is accepted for publication it may then be sensible
to write a more popular account focusing on the implications for teachers to be
placed in an educational magazine or newsletter, or practitioner journal with wide
teacher readership (for example, SSR, the School Science Review published by
the UK’s Association for Science Education). This article will not offer sufficient
details of the research to satisfy a research audience but can include a citation to
the formal research report being published elsewhere for any reader interested in
finding out more.

Indeed for major projects it is suggested there may be four levels of writing
(19). The first is the full technical report containing all the information on the
study (and for research students this would be their thesis). The second level is
the research paper (or papers) published in research journals. The third level is
accounts written for practitioners (or policy makers) and published in other types
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of publications. Finally, it may be appropriate to produce short press releases for
distribution to the news media and for institutional newsfeeds.

Evaluating a Journal as an Outlet for Your Published Work
Given the proliferation of journals in recent years, it is sometimes difficult to
know whether a journal that is not one of the major journals is a suitable place

to publish work. Table 2 suggests some indicators to consider when evaluating
unfamiliar journals as potential outlets for published work.

Table 2. Some indicators of journal quality

Indicator What to look for:
Publisher /sponsor Major academic publisher or learned society
Editor(s) Well-known/respected in the field
Editorial/advisory/review International coverage, including major contributors to
board(s) the field
Establishment Is the journal well established? (It should have an ISSN

(International Standard Serial Number), although this
does not ensure quality.)

Indexing Is the journal indexed in major indexing services
(such as the Social Science Citation Index, ERIC, and
SCOPUS)?

Impact factors Higher values indicate articles in the journal are more

often cited in other published works.

Content Authors of repute are publishing material there;
published material appears to readers to be of a high
standard (no obvious lapses and deficiencies that should
have been spotted in peer review)

Other factors you may wish to consider are whether a journal is open access
so anyone can readily obtain articles and whether it requires authors to assign
copyright to the publishers (this issue is considered below). You may also
be interested in knowing how quickly submissions tend to be processed and
printed. This information is not normally publically listed as it can vary so much
from article to article (depending on how quickly reviewers report, the extent
of revisions needed, how quickly authors can undertake these, etc). However,
published articles often include information on the date that a manuscript was
received by the journals, when it was accepted, and when it was first published
(usually on-line): for example “Received 09 Jan 2013, Accepted 05 Feb 2013
First published online 19 Feb 2013” (20).
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Writing Style

The major journals described above only accept manuscripts written in
English. It is understood that authors who are not native English speakers may
lack precision in their use of English grammar. Normally editors and their
reviewers will tolerate minor errors of English as long as these do not obscure
the clear meaning of the text. Manuscripts that cannot be clearly understood,
however, are not acceptable, and careful proofreading and advice on correcting
errors should be arranged by authors before submission. Where word limits
are provided in the guide for authors, these must be followed; for example,
IJSE specifies no more than 8500 words or 35 pages (which includes abstract,
references, tables and diagrams. Even if no word limits are given (for example
CERP), editors and reviewers will expect manuscripts to be as concise as is
consistent with making a thorough argument to support the knowledge claims
made.

Writing in First or Third Person?

Often in scientific writing third person writing is used, i.e. “observations were
made” rather than “we observed...”. This is consistent with the current natural
science tradition that research should be objective: that if research techniques
are undertaken carefully then another qualified researcher could be substituted
and the outcomes should be the same. This procedure is recognized as an ideal,
because often some laboratory scientists are considered to have a special “touch”
in carrying out difficult techniques (or using temperamental equipment) due to
personal tacit knowledge that is not easily recognized and communicated in
technical manuals (27, 22). In educational research, however, it is recognized that
the same kind of objectivity is unrealistic in some types of studies. For example,
in-depth interviews often depend upon the researcher developing a rapport with
the research participant, and the use of semi-structured interviews involves the
researcher in making real-time “on-line” decisions about how to respond to and
follow-up on participant comments. The data produced are often considered a
co-construction of the interviewer and interviewee (23). In these situations it may
well be more appropriate for authors to write using ‘I’ and ‘we’ as long as their
accounts are clear and factual.

Many CER studies report innovative practice undertaken and evaluated by
chemistry teachers working in their own classrooms and institutions. Such studies
allow researchers to bring particular insight into the research context of the study
but may also bring bias (as it is difficult for researchers not to want and expect their
innovations to have positive effects). Some would see overly formal - third person
- accounts of research in such contexts as offering an inappropriately objectified
report — and consider that first person accounts are more honest to the nature of
the research.

Where authors are unsure how to frame their writing, it is important to check
for guidance in the journal instructions to authors. Where no strong guidance is
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given, it may be useful to see how other authors have written about similar studies
in the target journal.

What a Manuscript Should Include

A manuscript reporting empirical research in CER is expected to have certain
components. (Not all of these features are necessary in reporting other kinds of
research and scholarship such as a review or theoretical perspective). Submissions
will be expected to include the following:

Indicative Title

A submission should be given a title that is clearly indicative of the
nature of the research reported. Although some journals will accept titles
which include cultural references (“The secret life of the chemical bond:
students’ anthropomorphic and animistic references to bonding” (24)), puns
(“Conceptualizing quanta - illuminating the ground state of student understanding
of atomic orbitals” (25)), alliteration (“Mediating mental models of metals:
acknowledging the priority of the learner’s prior learning” (26)), or quotations
(““I believe I will go out of this class actually knowing something’: Cooperative
learning activities in physical chemistry” (27)) etc, authors will be asked to
modify titles that are considered obscure or misleading in regard of the content of
the work. “Safe” titles are likely to be those that succinctly summarize what the
research is about (e.g. “The timing of an experiment in the laboratory program
is crucial for the student laboratory experience: acylation of ferrocene as a case
study” (28); “Students’ understanding of the nature of matter and chemical
reactions — a longitudinal study of conceptual restructuring” (29)). There may
be limits to the length allowed for a title (e.g. 50 words for CERP, 30 words for
1JSE, authors are asked to be concise in forming titles for JCFE)

Abstract

All scientific publications should have an abstract that summarizes all the
key features of the work (such matters as the theoretical base or paradigm; type
of methodology used; grade level or ages of learners; locations of research site;
overview of findings etc). An abstract should give potential readers a good idea of
what they will find out by reading the full article. Some journals give a strict word
limit for the abstract but this varies across journals (e.g. 350 words for CERP, 250
words for [JSE, and 200 words for JCE). Additionally JCE requires a graphical
abstract for each manuscript.
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Keywords

Some journals ask the author to indicate a small number of descriptive key
words that can be useful for indexing purposes. These may be required to match
those specified in a list provided by the journal (JCE for example). Other journals
no longer ask for key words given the ability of modern search engines to readily
search full content of articles.

Review of Previous Literature

All studies published in research journals are expected to review previous
published research relevant to the work being reported. The aim is not to cite every
article that could be considered vaguely relevant, and generally submissions that
make a series of statements each followed by lists of citations are not well received
by reviewers. Rather, the purpose of the review is to show that the current study
is informed by and builds upon previous research.

It is important to cite seminal articles relating to the theme of a submission
and to acknowledge major differences in perspective or approach where these
are represented in the literature to show that authors are aware of alternatives
to the approach they have selected. In part, the literature review leads to the
research questions by showing that the current study has potential to add to existing
knowledge in the field. Also the review sets out a conceptual framework (30) for
the present study that shows how the research focus is understood by the authors
(see the comments on ontology above).

This section of the manuscript will therefore likely be selective in focusing
on literature that develops the understanding of the research focus adopted in
the study whilst acknowledging where there are different legitimate theoretical
perspectives (30) that could be applied to the same focus. For example, a
study considering factors influencing effective learning could look at teaching
style, students’ beliefs about learning, students’ prior learning, teaching models
employed, level of student-student interaction, the nature of teacher questions,
and a good many other things. A particular study may only select one, or some,
of these issues to explore (supported by citations to relevant research) but would
acknowledge other areas not being considered in the study (supported by a small
number of citations to seminal work or reviews of these topics).

Research Question

Usually an empirical study seeks to answer a specific research question or
questions (RQ) motivated by the literature review presented. A RQ may be a
precise hypothesis to be tested or might be much more open-ended depending upon
the existing state of knowledge and understanding related to the research focus
and context. The RQ needs to be stated before the methodology is described, and
should be revisited when the findings are presented later in the manuscript and
where an explicit evaluation of the extent to which the study offers answers to
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the RQ should be offered. Guidance on developing research questions in CER is
available in an earlier volume in this series (3/).

Many studies in CER are carried out by researchers who are following
research programs that are iteratively addressing a research focus or question
(32, 33). However, in papers reporting research undertaken in the authors’ own
professional context it is quite possible that a study might be motivated by an
identified problem or issue in the authors’ own practice, rather than a theoretical
issue arising from the literature. However, when such “context-directed” research
is reported in research journals it still needs to be contextualized within the
current state of research literature to show that the study can make a contribution
to knowledge in the field. If this is not possible then the research may well
have value within the authors’ own institutional context, but is not suitable for
publication. In other words, evaluation of practice that is innovative within the
authors’ own context is not worthy of wider publication unless it is shown to have
generalizable implications.

Methodology

A research report must include details of the methodology used and the
research design used. A wide range of methodologies is acceptable in CER (7),
and different types of methodology are appropriate for different studies (2). The
methods section of a research report should include the following information:

Participants and Research Context

Authors need to describe the research context while being aware of the need
to not identify institutions or individuals where anonymity has been assured.
Factors that might be relevant are phase of education, national or regional context,
characteristics of participants, nature of the course being taught or followed, etc.
For some kinds of studies, such as a case study which looks at a single instance
in some detail, readers expect “thick description” (&) that supports analytic or
reader generalization (23) — that is sufficient context for readers working in other
contexts to make a judgment about whether what they read in a research report
“is likely to apply here”.

Data Collection and Analysis

Sampling procedures must be described so that the reader understands the
context as well as how and why a particular sample was chosen. At times it is a
sample of convenience; however, this may not yield the strongest and most robust
research design. For some studies (consider one that investigated underrepresented
groups in chemistry), the sample is purposefully chosen to allow the research
question to be addressed.
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The procedures used to collect and analyze data must be clearly explained,
allowing the work to be replicated. Data gathered using instruments to measure
student learning, attitudes, or skills need to be evaluated for reliability and
validity. Quantitative analysis procedures should be explained in enough detail to
be replicable as well as to be understandable by the readers. Choices in analytical
methods, such as parametric or non-parametric approaches to data analysis,
should be justified (see the Chapters by S. Lewis and by Pentecost, this volume).
In cases with voluminous data analyses, such as factor analysis, some figures of
merit may be included in the main text of the manuscript while other analyses
can be moved to appendices (e.g. CERP) or supplementary on-line materials (e.g.
JCE).

In qualitative studies, data are collected in a variety of ways including
interviews or videotapes. How the data are collected should be carefully described
and protocols should be included (or placed in appendices or supplementary
materials if overly long). Any software packages used to manage transcripts
should be named and the analytical process used to code, analyze, and interpret
the data must be described. The theoretical framework used to guide the work
must inform this process. Manuscripts may include the coding scheme or a
short coded vignette to help the reader understand how the data was coded
and analyzed. Figures may help the reader understand how codes group into
categories that support the assertions that emerged.

Finally, if a mixed methods approach is used, then care should be taken to
describe how the qualitative and quantitative studies inform one another and how
the data analyses are integrated to develop the findings.

Journals expect explicit detail of how ethical concerns were addressed to be
included in the methodology section. For example, the Royal Society of Chemistry
(publisher of CERP) includes the following in its ethical guidelines:

“In cases where a study involves the use of live animals or human
subjects, the author should include in the Methods/Experimental section
of the manuscript a statement that all experiments were performed in
compliance with the relevant laws and institutional guidelines, and also
state the institutional committee(s) that have approved the experiments.
They should also include a statement that informed consent was obtained
for any experimentation with human subjects” (34).

Findings/Results

The results of the study should be clearly reported. In studies using
quantitative data analysis, the statistics obtained should be clearly presented in
tables and the key findings highlighted and interpreted in the text. In studies
using analysis of qualitative data with interpretive modes of analysis, sufficient
quotations from the original data should be used to exemplify the themes and
categories identified in the analysis.
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Conclusion/Discussion/Implications

A research report should conclude by summarizing the main findings of the
study in the context of the research reviewed at the start of the paper. Particular
emphasis should be given to findings that are surprising in terms of prior literature,
or illuminate current points of disagreement in the literature. This section
should emphasize the contribution of the study to the field, and should indicate
implications of the study — whether for policy, practice, or questions raised for
further research.

This section should also acknowledge limitations of the study, bearing in
mind that some limitations are inevitable even in the best studies. Case studies,
for example, may offer excellent insights but have limited generalizability.
Surveys may representatively sample broad populations but are usually limited to
questions with pre-determined categories (either for responses themselves or how
responses are coded during analysis), and so have limited potential for revealing
new features of a research topic. Experimental studies are often especially
challenging, normally relying on “natural” experiments (working with existing
courses and teaching groups) and potentially open to a range of threats to validity
such as the expectations of researchers and participants, students’ responses to
novelty (35), and teachers’ lack of confidence and expertise when first teaching
through novel approaches or with unfamiliar materials (36).

Focus and Overall Coherence

Although each section of the paper is important in its own right, authors also
need to ensure that there is a clear argument that develops and flows through the
manuscript. It is worth putting a draft aside, and returning to it afresh with a critical
eye a few days later. It can also be very valuable to seek feedback from colleagues
whose opinion you value.

Two key issues here are whether the paper has a strong focus, and whether
there is a coherent argument throughout. The links between each section should
clearly lead the reader through a cumulative argument for the knowledge claims
being made. Equally it is important to be sure that there is no extraneous (and
so potentially distracting) material that is not directly relevant to the argument
being made. For example, where a paper reports one aspect of a larger project
it is important to include all the details needed to make sense of the study being
reported. It is also just as important to excise material which is pertinent to other
aspects of the wider research but which has no direct bearing on what is being
reported in the particular study.

Presentation of the Submitted Manuscript
Different journals have their own rules or norms in how articles are presented

in the journal — again authors should refer to any guidelines offered by a journal
and browse recent issues for current practice.
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Headings and Sub-Headings

Some education journals have expectations about the particular sections
included in a manuscript and the headings used for these sections. Generally CER
and science education journals are quite liberal in these matters. However, if
manuscripts are structured using the kinds of sections and headings presented in
the previous section on what a submission should include then this helps editors,
reviewers, and other readers find their way through a report and identify key
information. It may often be sensible to adopt these or similar headings unless
there are good reasons to take a different approach.

Use of Tables and Figures

In general, journals encourage authors to include tables and figures where
these add clarity for readers. Tables and figures should be numbered consecutively
(separately for tables and for figures) and each table or figure should have its own
title. All tables and figures included in the manuscript must be explicitly referenced
in the main text.

Acknowledgements

Authors should acknowledge funders who supported the work reported, and
provide grant titles and numbers if available. It is also appropriate to acknowledge
contributions made to the work that fall short of deserving authorship, such
as: providing materials or advice, feedback on draft writing, providing access
to research sites, technical work on data collection, analysis, or manuscript
preparation, etc.

Appendices and Supplementary Materials

Journals generally allow authors to submit supplementary materials to be
included as appendices at the end of articles or to be accessed separately via a
website. These devices should not be used as a way of meeting word lengths by
moving essential materials to appendices — all key information should be included
in the main text of the manuscript but within the required word or page limit.

Examples of course materials developed or evaluated in a study, examples of
how data were analyzed (e.g. factor analysis), examples of interview transcripts
or observation notes to illustrate how the data were coded and analyzed, and other
materials of these kinds may sometimes be considered suitable for including as
appendices or supplementary material.
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References

Journals require citations to literature to be formatted in the journal’s style.
Many education journals (including CERP, IJSE) use the name-date of the
American Psychological Association or Harvard approach (37), whilst some
(such as JCFE) adopt the approach of successively numbering references in the text
- in the style used in this book. Authors using bibliographic software packages
will be able to choose the appropriate style for a particular journal and have the
formatting done automatically but the output should be checked for accuracy. All
sources cited in the text (and only these) should be included in the reference list.

Blinded Versions of Manuscripts

Some journals require the submitted form of a manuscript to be blinded for
review. This mean that the authors’ names are not included in the manuscript
file, and that citations to their own previous work are replaced (temporarily for
the purposes of peer review) by anonymized versions of the references that do not
allow the source to be identified as in the following examples:

*  Author (2009) Book. Dordrecht: Springer

e Author (2012). Chapter in edited book. Hatfield, Hertfordshire:
Association for Science Education.

*  Author (2013) Article in research journal.

*  Author and colleague (In press). Chapter in edited book. Dordrecht:
Springer

If a blinded manuscript is required, authors should check for any inadvertent
indications that may be present in the main text (““...one of my colleagues in the
Faculty of Education at Cambridge suggested...”) or acknowledgements.

Some journals (e.g. CERP, JCE) do not blind authors to reviewers and so this
type of anonymizing is not needed in preparing a manuscript. Some journals may
ask authors to submit both an unblinded and a blinded version of the manuscript.

The Submission Process

Most journals now operate on-line submission and review processes. This
means that anyone who wishes to submit manuscripts, or be considered as a peer-
reviewer for a journal, needs to register with the journal by opening an account
and providing basic information such as contact details, institutional affiliations,
and — if wishing to be considered as a reviewer — research interests and areas of
expertise.

319
In Tools of Chemistry Education Research; Bunce, D., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2014.



The Author Center at the Journal Website

Once registered, logging into the account leads to a menu of options that
will include an author center and (if asking to be considered as a reviewer) a
reviewer center. The author center is a page with information and links relating
to manuscripts submitted to the journal by that author. This will show details of
any previously submitted manuscripts and decisions on them. It also has a link for
starting a new submission. Once a new submission is started it will show at the
author center, allowing the author to return at any point to continue work on the
submission until ready to submit. Many articles in CER have multiple authors;
however, one author has to take responsibility for administering the submission
process through his or her log-in. This person will upload the necessary files,
answer the submission questions needed for the editor and journal production
office, and will approve the submission when it is ready to go to the editors. Until
the manuscript is formally submitted, the journal’s editorial staff has no knowledge
of the planned submission, as it only becomes visible to them once the author
authorizes the submission.

What You Need to Upload

When starting a submission, the journal website will take the author through a
series of questions over several webpages and request the uploading of files. You
should check the submission guidelines for a specific journal to check whether you
need to upload information using a particular template or file format. Increasingly,
journals accept manuscripts with the tables and figures positioned in the main text.
Journals will have expectations about the quality of the original figures suitable for
reproduction.

Many computer drawing programs give the user options for saving and
exporting images (formats such as jpg, tiff) and often at different levels of
resolution (quoted in terms of a metric such as “dots per inch”, dpi). Higher
resolution allows better quality reproduction, but increases the size of the image
file. Figure 1 shows the same image from a drawing program saved at two
different resolutions (50 dpi and 200 dpi), demonstrating the difference in clarity
of the image.

CER | CER

Figure 1. Saving images at two different resolutions.
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Information You Will Be Asked to Provide

Once you have logged into your account, entered your author center, and
started a submission, you will then be asked to provide a range of information.
Typically you may be asked:

*  type of submission/journal section

+ title of submission

» abstract (typed or pasted in or uploaded as file)

*  details of co-authors (if these are not already registered with the journal,
you will need to provide contact details)

* corresponding author (where several authors co-write an article, one
is usually nominated to be designated as a contact about the study for
readers of the published article. This is often the submitting author, but
need not be.)

* some journals (e.g. CERP, JCE) will ask if you wish to nominate any
reviewers or request that specific people should not be asked to act as
reviewers

+ comments/letter to the editor — if you wish to explain any context to the
submission

+  whether you wish your accepted manuscript published immediately as
an accepted manuscript before a copyedited version is produced by the
production office (if that option is available for the journal, e.g. CERP,
JCE)

*  whether you wish your article to be available open access if accepted
(where the journal offers this as an option but it is not standard for all
accepted articles)

*  whether a previous version of the manuscript has been submitted (where a
journal may sometimes reject a submission but allows authors to resubmit
a reworked version of the same study: note a resubmission is different to
submitting a revision — see below)

e permissions to use previously published materials or photographic
releases for images of people

*  the word count of the manuscript, and the number of tables and figures
included

You may also be asked by some journals to confirm:

+ that the manuscript is being submitted solely to that journal and is not
published, in press, or submitted elsewhere

» that the research reported follows the ethical guidelines and norms in the
context where it has been carried out

« that all authors have approved the submitted version of the manuscript
and agreed to be named as authors
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Once you have provided all the required files and information, you will
typically be asked to download a PDF file of the uploaded materials for review to
check, and asked to confirm the PDF is in order before confirming submission.
Once you click on the “confirm submission” button you will lose the ability to
make further changes to the submission and you will be sent an email confirmation
that the submission has been logged for the editorial staff of the journal.

The Peer Review Process

The peer review process occurs in a number of stages.

Screening of Manuscripts

When your submission is received by the journal it will be checked and then
subjected to a screening process. The check is to ensure that all the necessary files
have been received in the correct formats. The screening is an initial review by a
member of the editorial team to ensure that the submission has a prima facie case
for being considered by the journal. At this point, editors will reject a manuscript
that is not aligned with the remit of the journal, clearly does not meet submission
guidelines (such as being much longer than the acceptable length), or does not
seem to provide a suitable basis for evaluating research quality.

So, for example, if a submission did not offer a review of relevant prior
literature, or did not include a section detailing research design and methodology,
then the editor would judge that peer reviewers would have no basis for
considering the manuscript as suitable for publication, and so would reject it
without peer review. This is very unlikely to happen if the advice offered earlier
in this chapter has been followed.

Peer Review

Peer review is considered an essential feature of the scientific process, and
involves others who are considered to have expertise in the topic of a submission,
making an evaluation of the merits of the manuscript. Peer reviewers will normally
be others working in the field, and usually those holding doctoral degrees and
having themselves published work in peer-reviewed research journals. Generally
editors invite at least two reviewers to consider a submission and to make a report.

Selection of Reviewers

Editors have discretion, and may sometimes invite a reviewer from outside
the immediate field where they consider this appropriate. So many articles in
chemistry education draw upon perspectives from other areas of scholarship, and
so an editor may decide to invite a reviewer who has a particular expertise (say in
metacognition) who is not working in chemistry or science education. In general,
however, editors of journals such as CERP and JCE will invite researchers
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working in CER to review. Editors of science education journals, such as ILJSE,
will normally invite reviewers working in science education, and will make a
decision about whether this needs to be someone with a strong background in
CER depending upon the subject matter of the submission. Editors of general
education journals are less likely to invite reviewers from CER as the decision
to submit to a general journal implies the manuscript is considered to be of wide
interest among educational researchers.

Sometimes authors are invited to suggest preferred reviewers and editors may
adopt these suggestions. However, this is always at the editor’s discretion and
preferred reviewers are unlikely to be selected if they are not considered to offer the
necessary level of experience and expertise. Generally colleagues who have strong
institutional or other associations with authors are not considered as reviewers as
they will have a potential conflict of interest. Reviewers are assured of anonymity
in their work, so editors will not reveal to authors who reviewed their work, even
in a single-blind journal where reviewers are told who the authors are.

Editorial Input into Review

A reviewer makes a recommendation to the editor and provides a report on
the strengths and weaknesses of the submission. Usually reviewers are invited to
offer comments for communication to authors, and also are given the opportunity
to offer confidential comments (for example if they suspect malpractice such
as plagiarism, multiple reporting, or concocting data). The editor considers
the reports, and the submission, and makes a decision taking into account the
reports and recommendations. If reviewers do not reach a consensus, the editor
may adjudicate based on his or her own judgment or may invite another senior
colleague to act as an adjudicator.

Editorial Decisions

The precise range of decisions reached varies a little between journals but
generally may include the following options:

* A submission may be approved or accepted for publication as submitted
(although this is a rare outcome)

* A submission may be approved or accepted for publication subject to
completion of minor revisions specified by the editor

*  Authors may be told that their submission is not currently suitable for
publication, but are invited to undertake major, specified, revisions, so
that it may become suitable. In JCE this is noted as a major revision as
specified by the editor.

* A submission may be rejected but with the invitation to consider
resubmitting as a new manuscript at some point if issues raised in
reviewer reports can be addressed
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* The submission may be rejected with no invitation for subsequent
resubmission. Sometimes this may be accompanied by a suggestion
that the manuscript is more suitable for a different journal or type of
publication.

Usually the editor’s response includes copies of the reviewer comments and
indicates the changes that are required or suggested before the manuscript could be
accepted for publication. Often the editor will expect all changes recommended
by reviewers to be carried out, but the editor has discretion to suggest some of
the reviewer suggestions are less essential. The timescale from submission to
an initial decision can be quite variable. When reviewers quickly accept and
complete reviews, and when their recommendations are consistent, a decision may
be forthcoming in less than a month. However, for some journals, a period of
approximately three months is typical.

Responding to Review Decisions

If a journal asks for minor revisions, it is nearly always going to be possible
to complete these satisfactorily and quickly. If a journal asks for major revisions
(or rejects, but invites resubmission) then the authors need to decide whether they
wish to continue to seek publication in that journal, or look to have their work
published elsewhere. There is no obligation on authors to undertake revisions and
they may instead submit their work to another journal rather than seek to respond
to the revisions requested.

In considering such a decision the authors should consider whether they
will be able to satisfactorily undertake the requested revisions; how much work
will be involved; and whether this will change the nature of the report in ways
with which they are uncomfortable. Often criticisms made by reviewers for
one journal are likely to be raised by reviewers for another journal with similar
standards. A sensible default position therefore should be that reviewer comments
help authors to improve their work and revisions should be carried out if feasible.
However, authors are at liberty to decide to disregard reviewer comments and
seek publication in a different journal if they strongly disagree with changes they
have been asked to make.

Editors carefully read the authors responses to the reviewers’ remarks. Editors
do not necessarily expect that authors will make every change that reviewers
suggest. However, they do expect authors to describe why they may have chosen
not to make a suggested change such as a change in analytical approach, etc.
There is more scope for disagreement in some areas of work: for example the
editor of the journal Science & Education often sends manuscripts to experts
with a range of disciplinary backgrounds (e.g. history of science, philosophy of
science, etc., as well as science education) and the editor acknowledges that there
is often scope for dialogue with authors over making recommended revisions.
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Revising Your Manuscript

Generally, when revising a manuscript in response to an editorial request
for revisions, authors are asked to submit a ‘tracked’ manuscript, i.e. one that
shows where the new submission has changed from the original submission, and
a response to reviewers. That response should cover all the changes requested
stating what the authors have done to respond. Often a table is most suitable
for this, although journals do not usually specify a format. As suggested above,
editors will consider arguments for why particular recommended changes were not
appropriate, but may not accept these arguments.

There is usually a limited time for making revisions after which a journal will
assume that the authors are not intending to continue to seek publication in that
journal. Editors normally have discretion to extend this period, provided they are
asked for an extension within the standard timescale. Usually authors are sent an
automated reminder when a revision is nearly due.

When the revision is submitted through the journal website, the editor will
decide whether (a) requested changes have clearly not been made; (b) requested
changes have satisfactorily been made; or (c) substantive revisions have been made
that should be sent to the reviewers for evaluation. A decision to accept at this stage
without further involvement of reviewers is most likely when only minor revisions
have been requested. If authors do their best to make it very clear that they have
completed all required revisions, then it is more likely that the editor will feel able
to move to an immediate accept decision, without the delay of further rounds of
peer review.

Sometimes there are several stages of revision, each of which can take some
time to complete, before the editor is satisfied that the manuscript is ready for
publication. It is also not uncommon for authors to fail to make revisions to the
satisfaction of the reviewers and editor, and so an invitation to revise a manuscript
does not imply that publication will necessarily follow.

The adage that “the editor’s decision is final” should not be taken
as an absolute rule, as journals may have mechanisms for challenging
editorial decisions. However, if an editor rejects a manuscript based on clear
recommendations from reviewers, then it is extremely unlikely that decision will
be overturned on appeal. There is necessarily a subjective element in the nature
of peer review and each member of the research community brings different
experiences and perspectives to evaluating submitted work — so ultimately if
authors feel the merits of their work are not being recognized by one journal, they
are free to submit to another journal instead.

However, journals are normally very strict about the rule that manuscripts can
only be considered by one journal at a time. It is not acceptable to submit a revision
to one journal and simultaneously ask another journal to consider the manuscript.

After Approval or Acceptance

Once a manuscript has been approved or accepted for publication, the editor
will pass it to the journal’s production office to prepare “proofs” — the final text
in the correct format for publication. Most journal production offices carry out
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light copyediting to correct grammatical errors or modify writing style if it does
not fit journal norms. This is particularly important when the first language of
authors is not English. Journals may assess the level of copyediting needed and
fast track those requiring only modest attention (e.g. CERP does this). IJSME
pays specific attention to manuscripts written by authors whose native language
is not English, and the editors have made arrangements for support in re-writing
where appropriate.

Proofs will be sent (by email) to the corresponding author for checking, giving
an opportunity to respond to any queries from the copyeditor and make any final
checks (including on any changes made by the production office). Authors are not
allowed to made substantial changes to their manuscript at this stage — for example
adding new results or interpretations. At this point it is particularly important to
check on such matters as the format of tables and the legibility of figures, the
accuracy of equations, the formatting of quotations, and to be certain that the list
of authors (and their institutions) is complete and correct. The normal means of
reporting necessary corrections is to prepare a detailed list (giving page and line
numbers) of the precise changes needed, or marking up electronically a copy of the
PDF file with required changes. Usually only a few days are given for checking
proofs; sometimes a lack of response is taken as approving the proof provided.

The production office will make the necessary changes, and prepare a final
PDF file of the article for publication online. This will be assigned a DOI (Digital
Object Identifier) code, and once this is published online, there is a definitive
published version of the article that cannot be changed further. This process may
take from a few days to several months depending upon the journal.

At this point the article will not be assigned to a journal volume and issue,
although it is published and may be cited as such. Later it will be compiled with
other published articles into a journal issue, at which point it will be given a new
citation, and the PDF file of the electronic version will be changed to reflect this
(but will also show the date of first publication). However, the actual content of
the article, and its DOI, will be the same as the version originally published.

The timescale from original submission to publication clearly depends upon
various factors, some of which are within the control of authors (following the
formatting instructions for the journal, ensuring all tables and figures are included
and correctly labelled in a submission, responding to revision requests quickly
and careful documenting changes made, etc) and some of which are not (the
speed with which reviewers evaluate assigned manuscripts, and whether reviewer
reports are consistent or indicate the need for additional reviewer evaluation).
Authors have experienced tortuous processes in some exceptional cases where the
full process from submission to acceptance taking well over a year. However, the
advent of electronic journals has tended to encourage publishers to seek to speed
up the process, and the best-case scenarios can now be fairly short timescales.
One of the authors has experienced both extremes. One paper submitted to
an education journal in July 2007 was finally published after several rounds
of revision in January 2010 (130 weeks later). The same author submitted a
manuscript for publication in a CER journal on 9t January 2013. In response
to reviewer comments, the author was asked to make revisions. These were
undertaken and the revised version was accepted for publication on 5th February
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the same year. It was then published (38) two weeks later — less than six weeks
after the original submission.

CERP and JCE are now offering authors the opportunity to have a preliminary
version of their article published almost immediately after it is accepted. In CERP
the author’s final submitted version will (if the author chooses) be published on the
website as a “just accepted” manuscript with the assigned DOI within a day or two
of being accepted by the editor. The usual process of preparing and correcting
a proof is then carried out and the copyedited version of the article (with the
same DOI) replaces the author-prepared provisional version once it is ready. This
version will in turn be replaced by the definitive version that includes volume,
issue and page numbers once the article is included in a published issue. In JCE,
the manuscript is edited, published as “ASAP” (As Soon As Publishable), and
posted on the website with an assigned DOI. As with CERP, the usual production
processes take place, then the final version of the article replaces the ASAP article
carrying the same DOI.

Citing and Reproducing Your Work
Once your work is published, you will be able to cite it as appearing in the
journal. Sometimes authors wish to cite work that is in the process of being

prepared for publication or has been accepted for publication. This may take a
number of forms as listed in Table 3.

Table 3. Citing work that has not yet been published

Form of citation Implication

Author (forthcoming); These forms are sometimes used for something that an
Author (in preparation) author is in the process of writing or planning, but for
which there is no complete manuscript available.

Author (submitted); These forms may be used for writing which has been
Author (under review) submitted for publication but which has not been accepted
and is still in the review process — sometimes authors
will make such work available to interested colleagues in
manuscript form.

Author (accepted for These forms are used where an article has been accepted
publication); Author (in | for publication but has not yet been published. Authors
press) may make their version of the final submitted manuscript

available to interested colleagues.

Assigning Copyright or Licensing Work

Publishers generally publish materials in exchange for exclusive rights to the
material. They generally ask authors to either assign copyright to them (so they
become the owners of the author’s work and can control its use) or to sign a license
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allowing them exclusive rights to publish the material. However, if an open-access
option is agreed upon, different arrangements may be entered into.

Open-Access Archiving and Article Repositories

Some funders require articles reporting funded work to be published under
open access conditions or require the work to be made available to the academic
community via institutional depositories. So called “Gold” open-access allows
the author to make available freely the final published version of the article as it
appears on the journal website. Journals do not normally allow this except where
a fee is paid by the author (or their institution) for open access publication, as the
publisher will lose revenue from pay-for-view access.

Alternative “Green” models of open-access allow the published article to be
made available after a period of embargo (e.g. from 6 months to 2 years) so that
the publisher may collect fees for earlier access. However, publishers often allow
authors to make publically available their own PDF versions of the final (accepted)
version of the submitted manuscript (i.e. before formatting for the journal by the
production office) provided it includes an acknowledgement and citation to the
published version. Sometimes publishers also provide a PDF of the final version
that an author can provide to interested colleagues. Practice in this area varies
between publishers and is in flux, so authors should check the requirements and
practices for particular publishers at the point of article submission.

What You Can Do with Your Work

Usually publishers use licenses where the authors retain certain rights over
the use of their work or ask for copyright on the basis of offering authors certain
rights. In general, authors are allowed to use their published work, or extracts
from it, in their teaching or talks. They are usually also allowed (subject to due
acknowledgements) to republish a journal article as part of a collection of their
own writings in a published book. Publishers will normally allow authors to reuse
diagrams and tables from published works with acknowledgement but without
charge. However, practice can vary between publishers and should be checked
in particular cases. Sometimes publishers will allow the authors to produce a
translation of their article into another language for publication in a different place,
but again this should be checked with the specific journal concerned.

Citation of Your Work

Although the copyright for your writing will be retained (if you license the
work) or held by the publisher, others can refer to your work. If they do this
in academic writing, then they will be expected to provide a full citation to your
published work. Usually journals allow the preferred form of citation for published
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articles to be downloaded, often in formats that can be directly imported into
common bibliographic software.

Other authors are allowed to copy short sections of your writing in their
academic (but not commercial) work as long as it is shown as direct quotes, under
what is known as “fair use”. However, normally other authors will not be able to
copy figures and tables from your published work (even with acknowledgement)
without express permission of the copyright holder; sometimes publishers charge
for this if they hold the copyright.

In time you will be able to find citations to your work through indexes and
using such applications as Google Scholar or Scopus. Publishers often include
links on their webpages to where published articles are cited in other articles in
that journal (or in any other journal on their platform).

Conclusion

It is clear that there is a great deal to think about when seeking to publish
reports of CER in the research literature. The overall process of publishing a
CER study moves through a number of phases, extending well beyond writing
and submitting the manuscript. Successful publication is likely to depend upon
the quality of the thinking informing the design of the study to ensure that
serious flaws are not revealed only at the writing stage — or when a journal editor
returns reviewer comments and a decision. Moreover, as different journals have
different expectations and preferred formats, it makes sense to select a preferred
target journal when commencing the write-up, so that matters such as maximum
article length are taken into account. As suggested above, it is quite rare for
any manuscript submitted to a research journal to be published precisely as first
submitted, so authors always have to be open to reviewers’ recommendations for
improving a manuscript, and be ready to undertake one or more revisions of their
original submission.

The processes and procedures described in this chapter have become
established to ensure that material published in prestigious journals in the research
literature is of high quality and offers originality. As users of research — that is,
as readers of articles in research journals — we all benefit from the editorial and
peer-review processes that both select submissions of merit and support authors
in improving their reports. Editors and reviewers are human beings, and most
authors will occasionally find editorial decisions that they consider ill judged —
just as most readers will occasionally spot what seems a clearly flawed study that
has managed to get into print.

Despite the occasional “outlier”, the peer review system generally helps
authors publish research of potential interest to the rest of the CER community,
whilst preventing the journals being diluted with work that is either of poor
quality or limited interest to colleagues. Setting out on publishing CER may
seem daunting to the novice, but publication of a study in a widely recognized
peer-reviewed research journal is an important indicator of work that is judged to
make a genuine contribution to the CER community.
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Chapter 17

Using This Book To Get Started
on Your Own Research

Diane M. Bunce! and Renée S. Cole2

IChemistry Department, The Catholic University of America,
Washington, DC 20064, United States
2Chemistry Department, University of Ilowa,

Iowa City, lowa 52242, United States
“E-mail: Bunce@cua.edu

The purpose of developing this book is to provide both novice
and experienced researchers with a resource for planning,
executing, and publishing their research. When starting out
doing research or implementing a new research methodology,
the myriad of details can seem daunting. We hope that this
book will help you get a handle on the things to consider when
planning a research study and offer new ways for analyzing and
reporting the data and conclusions. As an example of how we
think this book might be helpful, let’s consider two hypothetical
research questions and how different information in this book
might be used in the planning, execution and analysis of these
studies. The two projects we will consider are the following: 1)
Does lab have an effect on student understanding of chemistry
concepts presented in lecture? and 2) Does achievement
on multiple choice questions accurately measure a student’s
understanding of chemistry?
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Does Lab Have an Effect on Student Understanding of
Chemistry Concepts Presented in Lecture?

If this is the question that first drives the research, then look at the expected
take home messages that you would like to be able to deliver (Bunce, Chapter
13). The take home message could be 1) experience in lab helps students more
deeply understand the concepts presented in lecture or 2) lab experiences are not
integrated with conceptual understanding emphasized in lecture and therefore,
have little effect on student understanding.

Once you look at the question you want to address and the take home
message you would like to deliver, it is time to start searching for the theoretical
and application frameworks (Bunce, Chapter 13) that will help inform your
investigation. In this case, the theoretical framework might involve the effect
of experience on understanding; seeing the macroscopic effect of a concept
and relating it to the particulate or symbolic levels; or whether discussing
ideas with other students, as might happen between partners or within lab
groups, helps students engage with a concept more fully resulting in a deeper
understanding.  Possible application frameworks (research done on similar
questions) might include studies on the Science Writing Heuristic or POGIL labs
where collaboration is paramount to the pedagogical approach or other studies
that show whether lab experiences have any effect on student achievement.

The theoretical and application frameworks will most likely help you revise
your original question and make it more specific and thus more easily measured.
Understanding could be defined by either the quality of the actions taken by
students in lab to execute the lab measured by observation of student behavior in
lab (Yezierski, Chapter 2) or by an analysis of the discussion among students in lab
(Cole, Becker, and Stanford, Chapter 4). These approaches could help determine
one part of your research question, i.e., the quality of the lab experience. Since
you are interested in relating this to student understanding in lecture, you must
still determine how to measure student understanding in lecture both with and
without the lab experience.

To measure student understanding of a chemistry concept within the
confines of a real world chemistry course, you could measure student conceptual
understanding before and after the lab experience. However, this general plan
does not yet address how you would measure that understanding.

One way to measure understanding in lecture would be to devise open -ended
conceptual questions to be used in interviews to probe understanding before and
after the lab experience. The chapter on interviews (Herrington and Daubenmire,
Chapter 3) would be useful in devising such interviews. An alternate way to
measure understanding would be with chemical inventories (Bretz, Chapter 9)
by either using one that is already developed and could be modified for use in
this study or one that would be developed solely for the purpose of the current
investigation. Alternatively, if your understanding of knowledge formation in
students includes the change in schema development, then the Pathfinder tool
(Neiles, Chapter 10) might be useful to measure the change in students’ schema
development of a chemistry concept before and after a lab experience.
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To further investigate this question regarding the impact of the lab experience
on student conceptual understanding, you could consider including different lab
approaches such as directed labs, inquiry labs and the intermediate guided inquiry
labs. This might require involving institutions other than your own. Expanding
the research project beyond your own institution where you are physically close to
the situation and can make in-course corrections or modifications more easily, has
both benefits and drawbacks. The benefits include a more generalizable answer to
your research question. The drawbacks deal with the organizational problems of
managing a multi-institutional research project (J. Lewis, Chapter 14).

Since you are collecting data on human subjects, you will need to apply for
IRB permission to conduct the study (Bauer, Chapter 15). Depending on your
institution, you might be required to use data from classes where you have no
direct supervision. Whether this is the case or not, you will need to devise and
secure written permission from the students in this study if they can be identified
through their participation in this study. In this case, you will probably need
a signed permission waiver from any student in one or more of the following
research activities: one-on-one interviews, observations that are video-recorded,
or conversations among lab groups that are audio-recorded. To coordinate the
data taken in lab with achievement or demonstrated understanding in lecture,
you will need signed waivers from students completing chemistry knowledge
inventories, pathfinder sessions, open-ended interviews, or achievement tests that
will be included in the analysis. One challenge will be to collapse the myriad of
signed permissions into a limited number of waivers that would cover both the
lecture and lab components of the study. If student grades on achievement tests
or SAT scores are needed in the study, then separate Family Education Rights and
Privileges Act (FERPA) permission may be required of each participating student
as well as an IRB waiver.

Based on the type of data collected, you might analyze it using multivariate
methods where your measure of student understanding is the dependent variable
and the score on your tools such as chemical inventories, interview rubrics
or pathfinder analyses are your independent measures. The number of groups
you enter into a multivariate design would depend on the number of different
lab approaches you include such as directed, guided inquiry and inquiry. The
configuration of the data for input and the overview of the analysis in a program
such as SPSS or R is discussed in the Multivariate chapter (Pentecost, Chapter
6) and the chapter on the use of the statistical package R (Tang and Ji, Chapter
8). If your population is not evenly distributed or if you want to include data that
is categorical you might want to analyze it nonparametrically (S. Lewis, Chapter
7). If the data you collected is qualitative including the analysis of transcripts,
software programs that facilitate this type of analysis and knowing how to use
them, will be very helpful (Talanquer, Chapter 5).

Before actually starting your study, it is wise to review some ways you can
help insure that your results, even if nonsignificant, are still valid (Bunce, Chapter
13). Changes made to the planning at this stage will serve you well in the overall
execution of the plan. It might also be helpful to review some of the organizational
techniques for handling real world experiments (J. Lewis, Chapter 14) that would
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prove helpful in managing the generation and collection of data from multiple
sources at various times during the project.

It is never too soon to think about publication. Knowledge gained from doing
research is not useful if it is not shared. Sharing knowledge on important questions
is best done through a peer-reviewed journal or other online source. Peer review
is the key to establishing quality articles and reports. No matter how well you
have done a study, if you can’t present, explain, and defend your investigation
to others who are knowledgeable in the field, then perhaps your study is not as
convincing as you thought. Insights from the editors or associate editors of some
of our most prestigious journals in the field of chemistry education (Taber, Towns,
and Treagust, Chapter 16) should help you as you collect, analyze and write up the
report of your study.

Does Achievement on Multiple Choice Questions Accurately
Measure a Student’s Understanding of Chemistry?

Our second example of a hypothetical research study shares many of the
same issues as the first study. Once again you might start the investigation with
a question that has been on your mind as a chemistry teacher and chemical
education researcher for some time, namely, “Does achievement on multiple
choice questions accurately measure a student’s understanding of chemistry?”

It could be that at your institution, due to its size or custom, multiple choice
questions serve as the measurement of choice for achievement in a chemistry
course. You may have wondered if this tool is measuring students’ test taking or
mathematical skills rather than their understanding of the underlying chemistry.
If you pursue this question, then it is important that if you have strong opinions
either way on this issue, that you make these opinions explicit at the beginning
of the study and devise your methodology to investigate the question objectively.
Consider including triangulation in a mixed methods approach here (Bunce,
Chapter 13) to safeguard against interpreting the data in a prejudiced manner.
Above all else, you will need to convince editors, reviewers and readers that your
conclusions are based on collecting the most convincing data and analyzing it in
as transparent and thorough a means as possible. This self-examination might lead
you to restate your original question in a way that is more easily measured such
as, “Do multiple choice questions measure the same understanding of chemistry
concepts by students as open-ended questions and if so, do they do it as well?”

This revised version of your original question restates the phrase “accurately
measures” more explicitly as “measure the same under understanding” and “do it
as well”. This actualization of the phrase “accurately measures” will lead to the
use of more specific tools and measurements in your study.

Just as in the previously discussed study, reflection on what you want your
take-home message to be, should direct your reading in theoretical and application
frameworks (Bunce, Chapter 13). In this case, your theoretical framework may
involve information processing and how students solve problems using encoding
of information in the questions and the access of stored knowledge in different
testing formats (multiple choice or open-ended). The effect of time on student
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achievement might be another variable of interest since multiple choice tests
usually cover a larger number of topics in a set amount of time requiring both
more encoding and access of different stored knowledge than a more limited
number of ope- ended problems in the same time period. On the other hand,
open-ended questions may require a deeper understanding of a concept than
a multiple choice question, therefore, differences in depth of understanding
required by the two question formats might be important. Other things to consider
include cognitive demand produced by either addressing many different topics
on the same multiple choice test or many parameters on individual open-ended
questions. Student problem solving ability metacognition and self efficiacy could
serve as important intervening variables in such a study and should be included
in the theoretical framework.

This type of research question is obviously large and could constitute a life’s
work on the topic. What makes the question so difficult is that there are a great
number of variables involved and adequate tools for measuring each identified
variable may not be available. Even if there are tools available, the number of
tools needed and the time necessary for each student to complete the measures of
individual variables might prove overwhelming. Thus, it may be that after looking
at the theoretical framework, the research question should be restated to include
a more limited number of variables. For instance, just comparing the amount of
encoding that is necessary for multiple choice vs. open-ended questions may be
a large enough question for a single study. Or determining the cognitive demand
of multiple choice vs. open-ended questions on a single topic might be more than
enough for a single study.

One of the problems with finding a relevant application framework for such
a research question is that there are many studies that have been published which
compare one or two variables involved in this question but do not acknowledge
and/or control the large number of intervening variables. If you have developed a
more theoretical view of student understanding needed to solve multiple choice vs.
open-ended questions, then you probably are aware of how complicated the issue
is. Overly simplistic experiments that compare student scores on multiple choice
and open-ended tests without control of the intervening variables such as encoding,
cognitive demand and time constraints as well as other pertinent variables, are
not helpful in understanding the situation. As a result, the application framework
might be populated with a good number of unhelpful and flawed studies. In a case
like this, it may be necessary to better define a smaller aspect of the larger question
to investigate and rely on the theoretical foundation rather than the application
framework to more heavily direct the study.

Depending on which aspect of the original question you choose to investigate,
you will need a way to determine the depth of the concept measured by both
multiple choice and open-ended questions. If you decide to pursue the variable of
encoding and how it might differ between these two types of questions (multiple
choice and open-ended), you could consider the use of eye tracking (Havanki
and VandenPlas, Chapter 11) as a means of determining how much encoding
is required by each question type. You will also need a way to determine what
knowledge stored in long term memory is accessed for each type of question.
This issue of accessing long term memory knowledge and determining the quality
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of this knowledge could be investigated through interviews (Herrington and
Daubenmire, Chapter 3). It could also be measured through determinations of
student schema (Neiles, Chapter 10); the location as measured by eye tracking
of where students look on a list of possible examples of requisite knowledge
(Havanki and VandenPlas, Chapter 11) or how well students demonstrate and
modify their knowledge through the BeSocratic program (Cooper, Underwood,
Bryfeznski, and Klymkowsky, Chapter 12). Each of these tools delivers different
types of information and each tool must be tailored and used in a way that is
aligned with the variable and the qualities of that variable that you want to
measure.

It is obvious that this study, even if it is limited to investigating the impact
of only a couple of variables such as encoding or accessing knowledge from
long term memory, is likely to generate a great deal of data. Planning for how
this data will be collected and readied for analysis is key (J. Lewis, Chapter
14). In addition, a re-examination of the planning to help decrease the chance
of generating nonvalid, nonsignificant results (Bunce, Chapter 13) becomes
increasing important. The planning for choosing and handling incoming data
should include not only what data is collected but also how it will be analyzed
either quantitatively or qualitatively. For quantitative studies, identifying the
main statistical method needed (parametric, nonparametric or both) and the right
kind of data to collect, should be identified and planned for (Pentecost, Chapter
6), (Tang and Ji, Chapter 8), and (S. Lewis, Chapter 7). For qualitative data,
having an overview of what you want to be able to glean from an analysis will
make the use of qualitative instruments much more efficient (Talanquer, Chapter
5). It is much easier to modify a methodology at this point in the planning process
than to try to do it while in the midst of an experiment or even worse, when the
study has been completed and you no longer have access to the same population.

Planning for the IRB review for this study should be front and center in the
planning process. If you want to interview students using think-aloud sessions
as students solve multiple choice vs. open ended questions; eye track their
behavior as they view these questions on screen; or evaluate the identity and
quality of their knowledge accessed from long term memory through chemical
inventories, BeSocratic interactions or Pathfinder sessions, you will need signed
IRB permission waivers (Bauer, Chapter 15). If you want to analyze the
achievement of students in classroom testing situations, you will need access to
their grades. Such access will require IRB as well in some cases, FERPA waivers.
IRB approval is needed If you plan to present the results of this study in an open
meeting such as a departmental seminar or local, regional or national professional
meeting or plan to publish the study in a journal.

If publishing the study is your end goal, then just as in the previous example, it
is wise to review the insights of the editors and associate editors of journals in the
field of chemistry education (Taber, Towns, and Treagust, Chapter 16) to become
familiar with what editors expect in a finished manuscript.

The purpose of this book is to help both novice and experienced researchers
meet the expectations of the field of chemistry education on different components
of how to conduct quality chemistry education research. One reason for including
a wide array of authors is to provide different perspectives on how to accomplish

340
In Tools of Chemistry Education Research; Bunce, D., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2014.


http://dx.doi.org/10.1021/bk-2014-1166.ch003
http://dx.doi.org/10.1021/bk-2014-1166.ch010
http://dx.doi.org/10.1021/bk-2014-1166.ch011
http://dx.doi.org/10.1021/bk-2014-1166.ch012
http://dx.doi.org/10.1021/bk-2014-1166.ch014
http://dx.doi.org/10.1021/bk-2014-1166.ch014
http://dx.doi.org/10.1021/bk-2014-1166.ch013
http://dx.doi.org/10.1021/bk-2014-1166.ch006
http://dx.doi.org/10.1021/bk-2014-1166.ch006
http://dx.doi.org/10.1021/bk-2014-1166.ch008
http://dx.doi.org/10.1021/bk-2014-1166.ch007
http://dx.doi.org/10.1021/bk-2014-1166.ch005
http://dx.doi.org/10.1021/bk-2014-1166.ch005
http://dx.doi.org/10.1021/bk-2014-1166.ch015
http://dx.doi.org/10.1021/bk-2014-1166.ch016

this. The emphasis of this volume is sow to do it, thus the title of the book Tools
of Chemistry Education Research. We don’t assume that this volume contains all
the tools, but we hope we have provided a starting point for the reader to become
familiar with some tried and true and other up and coming tools and analytical
techniques used in our field of chemistry education research. Now is the time to
start planning that research project that you have been thinking about.
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limitations, 75
reliability and validity, 74
unit of analysis, 73
discourse in CER contexts, analyzing
approaches
analyzing argumentation, alternate
frameworks, 66
analyzing role of instructor, more
frameworks, 68
argumentation in collaborative
classrooms, 65
coordinating instructor discursive
moves with argumentation, 67
inductive and deductive approaches,
64
Eye tracking
advantages, 200
disadvantages, 201
limitations, 202

F

Facilitate qualitative data analysis
analyzing qualitative data
annotating data, 90
assumptions and heuristics,
characterization, 86
CAQDAS packages, 86
coded data, retrieval, 89
coding of data, 87
final considerations, 93
handling and organizing data, 85
other functionalities, 92
screen capture of code window in
Dedoose, 90f
visualizing data, 91
computer assisted qualitative data
analysis (CAQDAS), 83
using qualitative analysis software, 83
Family Education Rights and Privileges
Act (FERPA), 337
FERPA. See Family Education Rights and
Privileges Act (FERPA)
Fundamental statistics in SPSS and R
basic inferential statistics
difference and association, analysis,
143
nonparametric statistics, 145
regressions, 144
reliability analysis, 144
descriptive statistics, R command, 142¢
descriptive statistics and graphics, 142
inferential statistics, R commands, 143¢

Get started on your own research, 335

achievement on multiple choice
questions, 338

choosing and handling incoming data,
340

collecting data, 337

IRB review, 340

lab effect on student understanding, 336

measure student’s understanding of
chemistry, 338

problems, relevant application
framework, 339

research question, type, 339

student understanding, multivariate
methods, 337

Human participants in chemistry education

research, 279. See Writing application
began
need IRB review, 280
understand local review process, 282
ethical educational innovation, 294
levels of review
continuing review and modifications,
292
exempt review, 291
expedited review, 291
full review, 292
projects involving multiple
institutions, 293
review end, 294
nature and scale of risks
examples, 286
experiments, 289
faculty participants, 289
incentives, 288
international studies, 290
levels of risk and possible risk
management strategies, 287¢
minors, 290
writing application

Interactive Multi-Media Excercises

(IMMEX) software, 222

Investigating chemistry teaching and

learning
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analyzing observational data
analyzing teaching and learning,
observation protocols, 21
applying general qualitative
procedures, 20
classroom observation protocols
analyzed, common and varying
characteristics, 23¢
discourse analysis, 21
observation protocols with particular
promise for chemistry, 24
research-based observation protocols,
22t
capturing observational data
advantages of video, 18
audio and video, 17
chemistry classroom phenomena, 18
chemistry classrooms, special
considerations, 20
field notes, 17
role of artifacts, 19
video tools, 19
videos’ multimodal record, 18
collecting observational data, planning
consenting and non-consenting
students, 16
design considerations, 14
human subjects and related logistical
considerations, 14
K-12 schools, 15
observational versus self-report data,
13
observations of public behavior, 15
participant-observer continuum, 12
school districts, 15
observational research, reporting results,
26
validity and reliability considerations, 25

M

Manuscript submission preparation
manuscript should include
abstract, 313
conclusion/discussion/implications,
317
data collection and analysis, 315
findings/results, 316
focus and overall coherence, 317
indicative title, 313
keywords, 314
methodology, 315
participants and research context, 315
previous literature, review, 314

research question, 314
target journal selection, 304
ensuring fit with journal, 307
evaluating journal as outlet, 311
journal quality, some indicators, 311¢
journal theme issues in CER,
examples, 309¢
major journals in field, 305
publication models, 306
reaching professional audience, 310
specialist and interdisciplinary science
education journals, 308
theme/special issues, 309
writing style, first or third person, 312
Measure students’ conceptual knowledge
of chemistry
chemistry education researchers,
recommendations, 164
classroom teachers, recommendations,
164
content selection, 157
development methods, 156
eliciting students’ ideas, 158
exemplar assessment tools, 156
item design, 158
measuring chemistry learned, 162
two-tier questions, response patterns for
students, 163¢
Multi-classroom collaborations
calendar system, 269
making it work
say with data, 276
turn constraints into affordances, 275
view mistakes as opportunities, 276
monitoring and controlling
classroom observations, 273
data collection protocols, 273
regular contact with collaborators, 274
screen data, 272
planning, 268
attrition, 269
collaborators, ask questions, 271
expect confusing IRB rulings, 270
incorporate pilot studies, 270

N

Nonparametric statistical tests
comparison of groups
Kruskal-Wallis test, 130
Mann-Whitney test, 129
conclusions and further readings, 132
example contingency table, 119¢
with expected values, 120¢
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Kendall’s T example data, 123¢
Kruskal-Wallis example, 131¢
logistic regression equation, predicted
probabilities, 126f
Mann-Whitney example, 129¢
measures of association
chi-square (y2) test, 119
Kendall’s tau (), 123
logistic regression, 124
Spearman’s rho (p), 121
output from logistic regression, 125¢
repeated measures
Wilcoxon Signed Rank test, 127
Spearman’s p example data, 122¢
Wilcoxon Signed Rank test, sorted data,
128t
Nonparametric statistics in chemistry
education research
data scales, 116
mapping nonparametric tests to
parametric counterparts, 118¢
nonparametric versus parametric, 117

0]

Open-ended interviews
continuum of types, 34f
semi-structured interviews, 36
structured interviews, 35
unstructured interviews, 34

OrganicPad, 225

P

Planning for publishable research
importance of research, 301
determining authorship, 303
informed consent, 302
no expectation of harm or
disadvantage, 303
participants and institutions,
anonymity, 303
research with human participants,
ethical guidelines, 302
logical chain supporting research claims,
300
quality research, 304
Preparing chemistry education research
manuscripts for publication
after approval or acceptance, 325
citing and reproducing work
assigning copyright or licensing work,
327

citation of work, 328
do with work, 328
open-access archiving and article
repositories, 328
peer review process
editorial decisions, 323
editorial input into review, 323
manuscripts screening, 322
review decisions, responding, 324
reviewers selection, 322
revising manuscript, 325
submission process, 319
author center at journal website, 320
information, asked to provide, 321
need to upload, 320
saving images at two different
resolutions, 320f

Q

Qualitative network analysis, 183
after qualitative manipulation,
visualization of GEPHI network,
184f
chemistry education research, 185
proximity data, 185
state and organization collaboration
networks, 185
state collaboration networks from
different perspectives, 186f
visualization of network in GEPHI, 184f
Quantitative network analysis
averaged expert referent pathfinder
network, 181f
coherency, 179
collecting proximity data, rating
program, 181f
neighborhood similarities, 180
path length correlation, 179
stoichiometry topic, student pathfinder
network, 182f
Questions better answered by R
effect size, 145
permutation tests, 146
Rasch model, 146
summary, 148

R

Reasons to learn and use
advantages
community-backed, 137
free and open-source, 136
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powerful and flexible, 137
disadvantages, 138

S

Single dependent variable
independent measures
one-way ANOVA, 104
two (or more)-way ANOVA, 106
repeated measures
one factor repeated-measures
ANOVA, examples, 110
repeated-measures versus
independent-groups designs,
109
Submitted manuscript presentation, 317
acknowledgements, 318
appendices and supplementary materials,
318
blinded versions, 319
headings and sub-headings, 318
references, 319
use of tables and figures, 318

T

Tools of chemistry education research
analyzing quantitative research data, 3
application, 6
chemistry education research

cognitive-based tools, 4
planning, conducting, and publishing,
5
qualitative research, strategies, 2

Tools to measure students’ mental
organization of chemistry information.
See Network analysis
chemistry education research, 187
Lewis structure for NH4+, 170
network analysis
structural knowledge, 171

concept mapping, 173

concept maps drawn by chemistry
students, 174f

creating structural network, proximity
data, 178f

elements, 172

evaluate concept maps, algorithm, 175

network representations, 172

networks, 177

portion of network representation of
chemical bonding, 173f

proximity data collection methods,
176¢
proximity data techniques, 176
Two-pronged approach to dealing with
nonsignificant results, 246
gaze patterns
after hint, 260f
before hint, 260f
online HW study, questions and results,
255t
planning
asking good questions, 247
building in backup, 252
experimental design and theoretical
framework, 247
modifying or creating tools, 251
multivariable design, 250
pilot vs preliminary studies, 253
revising the question, 249
theoretical framework, 247
triangulate data, 252
post-hoc analysis
analysis of data, 257
double check data and statistical
output files, 257
nonsignificant results validity, 262
revisit research question, 258
revisit theoretical framework, 261
summary of planning for nonsignificant
results, 256

U

Use of analysis of variance in chemistry

education research, 99

ANOVA technique used, types, 103

assumptions about data, 102

difference determination method, 100
test statistics, 101

example of two-way mixed ANOVA,
111

mixed between and within designs, 111

multiple dependent variables, 112

one-way ANOVA, example, 105

sample ANOVA table, 105/

summary, 112

three-way ANOVA, examples, 108

two-way ANOVA output, 107f

Use of technology to model and analyze

student data

online and face-to-face courses, 220

systems allow data capture for later
analysis
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beSocratic, formative assessment
system, 226

grid view of group of students’
submissions for question, 232f

hidden Markov modeling, 233f

Interactive Multi-Media Excercises
(IMMEX), 221

moving from IMMEX to OrganicPad,
224

process for data collection and
analysis using IMMEX, 223f

science practices, development and
assessment, 226

screenshots of feedback, 230f

technology improves learning outcomes,
220

Using interviews in CER projects, 31. See

Open-ended interviews
analyzing interview data
qualitative coding, 54
theoretical framework, importance, 53
transcription, 52
triangulation, 55
conducting interview
developing rapport, 47
email interviews, 50
giving participants appropriate
feedback and support, 48
media for, 49
other media for interviews, 51
paying attention, 47
phone interviews, 50
pros and cons, 51¢
recording interview data, 48
video chat, 51
developing interview protocol
construct good interview questions, 41
identifying desired information before
starting interview, 40
piloting interview protocol, 44
qualitative interviews questions,
types, 42t

think-aloud protocols, construct good
tasks, 43

focus group interviews, 38

interviews, types, 33

open-ended interviews

selecting participants, 45
quantitative methods, 46
sampling methods, 46

structured open-ended and think-aloud
interviews, 33¢

summary, 56

think-aloud interviews, 39

Using statistical program R

getting help globally and locally, 140

importing data sets, 140

installation and interface, 138

output, 141

packages, 140

R console window, 139f

R files, 141

screen shot of RStudio, 139f

\%

Validity and reliability of data
limitations, 161
reliability methods, 161
validity methods, 159
Variance techniques, need for analysis, 103

W

Writing application
description, 285
electronic communication, 285
formats, 285
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